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ABSTRACT OF THE DISSERTATION
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by

Ali Karimian

Doctor of Philosophy in Electrical Engineering
(Signal and Image Processing)

University of California, San Diego, 2012

William S. Hodgkiss, Chair

Non-standard radio wave propagation in the atmosphere is caused by anoma-

lous changes of the atmospheric refractivity index. These changes, if not accounted for,

can cause major problems in detection of the location of flying targets. Direct sensing

of the atmospheric refractivity index by measuring humidity and temperature has been

the common practice in past. Refractivity from clutter (RFC) was developed in recent

years to complement traditional ways of measuring the refractivity profile in maritime

environments. The ability to track the refractivity profile in time and space, together

with a lower cost and convenience of operations have been the promising factors that

brought RFC under consideration. Presented is an overview of the basic concepts, re-

search and achievements in the field of RFC. A multiple angle clutter model is presented
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that is constructed by angular spectral estimation on the propagating power. This model

is shown to perform better than conventional clutter models in remote sensing applica-

tions. Examples are either based on synthetically generated radar clutters or a set of

S-band radar measurements from Wallops Island, 1998. Finally, an approach for fusing

RFC output with evaporation duct characterization based on ensemble forecasts from a

numerical weather prediction (NWP) model is examined. Relative humidity at a refer-

ence height and air-sea temperature difference (ASTD) are identified as state variables.

Probability densities of atmospheric parameters and propagation factors obtained from

an NWP ensemble, RFC, and joint inversions are compared. It is demonstrated that

characterization of the near surface atmosphere by combining RFC and NWP reduces

the estimation uncertainty of the refractivity index structure in an evaporation duct, with

respect to using either method alone. Topics that require more attention in future studies

also are discussed at the end.
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Chapter 1

Introduction

Non-standard radio wave propagation in the atmosphere is caused by anoma-

lous changes of the atmospheric refractivity index. Variations in the vertical refractivity

profile can result in entrapment of electromagnetic waves, creating lower atmospheric

ducts. Ocean ducting is a common phenomenon in hot and humid areas of the world that

result in significant variations in the maximum operational radar range, creation of radar

fades where the radar performance is reduced, and increased sea clutter [1]. Knowledge

of the refractivity structure enables radar operators to compensate for non-standard at-

mospheric effects, or at least be aware of the radar limitations in specific locations.

Atmospheric pressure, temperature and humidity affect the refractivity structure,

and thus affect radar propagation conditions. The vertical modified refractivity M is

defined as the part per million deviation of the index of refraction n from that of a

vacuum after transforming the spherical earth propagation into a flat earth problem.

Modified refractivity is a function of atmospheric variables with experimental constants

for frequencies 0.1–100 GHz [2,3]:

M(z) =

77.6P (z)

Tair(z)
� 5.6e(z)

Tair(z)
+ 3.75⇥ 10

5

e(z)

T 2

air(z)

+ 0.1568z, (1.1)

where P (z) and e(z) are the atmospheric pressure and partial pressure of water vapor in

(hPa), and Tair(z) is the absolute air temperature (K), all at altitude z in meters. Monin-

Obukhov (MO) similarity theory is widely accepted as the means to relate physical

quantities and processes in the atmospheric surface layer (ASL) [4]. MO-based models

1
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Figure 1.1: Propagation diagram of a (a) weak evaporation duct, (b) surface-based duct
(high intensity: bright). Radar PPI screen showing clutter map (dB) during the 1998
SPANDAR experiment resulting from a (c) weak evaporation duct, (d) surface-based
duct.

can generate vertical atmospheric profiles given the sea surface temperature (Tsea), and

values at a reference height of air temperature, wind-speed (u), and relative humidity

(RH). Corresponding vertical refractivity profiles subsequently can be obtained using

(1.1). Examples of vertical modified refractivity profiles, radar propagation factors, and

radar clutter power on the plan position indicator (PPI) screen are shown in Fig. 1.1.

Strong surface ducts result in an increase in the interaction of radio waves with the sea-

surface which in turn increases the radar clutter. More discussions on this figure are

provided in Chapter 2.

Initial remote sensing studies in the radar [5,6] and climatology [7] communi-

ties have been directed toward a better estimation of the refractivity profile in the lower

atmosphere, less than 100 m above the sea surface. UHF signal measurements have first

been used to assess the base height of the trapping layer [8]. Ground-based measure-
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ments of global positioning system (GPS) signals subsequently have been used to infer

the vertical refractivity profile of the lower atmosphere [9], followed by more recent

studies [10,11].

Refractivity From Clutter (RFC) techniques estimate the lower atmospheric re-

fractivity structure surrounding a radar using its sea surface reflected clutter signal.

These techniques complement traditional ways of measuring the refractivity profile in

maritime environments which rely on direct sensing of the environmental parameters.

RFC can be described as a fusion of two disciplines [12–14]: numerical methods for

efficient electromagnetic wave propagation modeling and estimation theory. The ability

to track the refractivity profile of the ASL in time and space together with a lower cost

and convenience of operations are advantages that RFC offers respective to the direct

sensing of the atmosphere.

There has been strong correlation between the estimated refractivity profile using

an S-band radar and in situ measurements by instrumented aircrafts [12,13]. RFC tech-

niques enable the tracking of spatial and temporal changes in the environment [14,15].

There have been attempts to incorporate the worldwide surface meteorological observa-

tions database using the environmental library of advanced refractive effects prediction

system (AREPS) [16] in the RFC inversion [17]. This method uses regional meteorolog-

ical duct height statistics as a prior probability density in refractivity profile inversions.

This thesis mainly is a compilation of three papers that are published in the

Journals of Radio Science and IEEE Transactions on Antennas and Propagation, and

one paper that is submitted for a publication in the Journal of Applied Meteorology and

Climatology.

Chapter 2 is a reprint of an invited paper in the Journal of Radio Science [18].

This chapter can serve as a full review of RFC research. The reader of this thesis is

referred to this chapter for a comprehensive literature review of marine ducts (evapora-

tion, surface-based and elevated ducts), the electromagnetic theory of wave propagation,

sea-surface reflectivity models, and likelihood and Bayesian frameworks for refractivity

profile inversion from radar clutter power. Some caveats of RFC techniques are dis-

cussed at the end. There has been suggested to incorporate numerical weather prediction

(NWP) with RFC solutions to find the refractivity structure above the duct height, and to
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predict the presence of elevated ducts. This suggestion is later addressed for evaporation

ducting conditions in [19], which is reprinted in Chapter 5.

RFC techniques require the clutter power to be as realistically modeled as possi-

ble. The occurrence of ducting conditions causes grazing angles to be range-dependent,

as the electromagnetic wave is trapped inside the duct. It also might cause multiple

grazing angles to be present at each range. The strong dependence of sea surface reflec-

tivity on low grazing angles makes estimation of these angles important. Ray tracing is

a common way of finding the grazing angle at the sea surface in the microwave region.

However, it fails to account for shadow zones [20]. Hence, angular spectral estimation

can be used to obtain the angle of arrival (AOA) as a function of range. Vertical arrays

at each range can be generated synthetically with samples of the field obtained from a

parabolic equation code [21,22].

The Advanced Propagation Model (APM) software [20] uses the maximum graz-

ing angle obtained from ray tracing for propagation over the ocean, while plane wave

spectral estimation (PWS) is used to calculate the dominant grazing angle over land. The

Tropospheric electromagnetic parabolic equation routine (Temper) [23] uses the MUSIC

algorithm [24] in its automatic mode to obtain the grazing angle when changes of the

refractivity index are high. Temper uses ray tracing for evaporation ducts where MUSIC

is not reliable. Switching between ray tracing and spectral estimation requires an ad hoc

decision rule based on the gradient of the refractivity index along the array [25].

Chapter 3 is a reprint of a paper published in the IEEE Transactions on Antennas

and Propagations [26]. A multiple grazing angle clutter model based on curved wave

spectral estimation (CWS) is introduced there that incorporates all grazing angles at

each range. CWS is a generalization of PWS where curvature of wavefronts due to

changes in the refractivity index is considered. Examples demonstrate that the power

versus grazing angle obtained by CWS is more accurate than PWS and it does not have

the problem of discontinuity in grazing angles introduced by ray tracing.

Chapter 4 is a reprint of a paper published in the Journal of Radio Science [27].

The inversion performance of the multiple angle clutter model is compared to that of

other models. Synthetic examples of a range-independent surface-based duct and a

range-dependent evaporation duct are investigated for a S-band radar. Finally, a com-
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parison of inversions on one set of experimental measurements from the SPANDAR

1998 dataset is provided, using single and multiple grazing angle clutter models, and

the previously used model based on grazing angle independent sea surface reflectivity.

Weather radars and refractivity retrieval algorithms have been used to estimate

moisture fields with high temporal and spatial resolution [28–30] with application in

understanding thunderstorm initiation [31,32]. Sea clutter predictions based on range-

varying ASL characterization from the Coupled Ocean and Atmospheric Mesoscale Pre-

diction System (COAMPS) [33] were shown in [34] to be in agreement with clutter

observed by a S-band radar in the lee of the Kauai Island. Mesoscale NWP has im-

proved steadily over time and good agreements with observed ASL values have been

reported [35,36].

Chapter 5 is a reprint of a paper that is submitted for publication in the Journal

of Applied Meteorology and Climatology [19]. An approach for fusing RFC output

under evaporation ducting conditions with an evaporation duct characterization based on

ensemble forecasts from a mesoscale NWP model is examined. NWP and RFC can be

used jointly in maritime environments to reduce the estimation variance of atmospheric

variables near the sea surface. Advantage of NWP (providing prior information to a

high altitude) and RFC (real-time tracking of atmospheric parameters) can be utilized

jointly to provide a powerful inversion method. Our investigations have focused on RFC

for evaporation ducts (RFC-ED) within the atmospheric surface layer. One drawback

of RFC is the increased variance in the estimated refractivity above the atmospheric

duct [37]. Above the duct, NWP potentially can regularize the RFC solution. On the

other hand, RFC inversions potentially are able to reduce the NWP errors by increasing

observations from RFC-capable ships.

The impacts of air sea temperature difference (ASTD) on the evaporation duct

refractivity profile, atmospheric parameter inversion, and propagation factor distribu-

tions are studied. Relative humidity at a reference height and ASTD are identified as

state variables in joint inversions that are based on NWP ensemble predictions and radar

observations. Probability densities from an NWP ensemble, RFC-ED, and joint inver-

sions are compared all compared. It is demonstrated that characterization of the near

surface atmosphere by combining RFC-ED and NWP reduces the estimation uncer-



6

tainty of ASTD, relative humidity, and subsequently the estimation uncertainty of the

propagation factor in an evaporation duct, with respect to using either method alone.

Our study opens the way for a full data assimilation framework that assimilates radar

observations into NWP initial fields. This is further discussed in Chapter 6.



Chapter 2

Refractivity Estimation from Sea

Clutter: An invited Review

2.1 Introduction

Refractivity From Clutter (RFC) techniques estimate the lower atmospheric re-

fractivity structure surrounding a radar using its sea surface reflected clutter signal. The

knowledge of the refractivity structure enables radar operators to compensate for non-

standard atmospheric effects, or at least be aware of the radar limitations in specific

locations. In the last decade, there has been interest in estimation of the environmental

refractivity profile using the radar backscattered signals. RFC can be described as a fu-

sion of two disciplines [12–14]: numerical methods for efficient electromagnetic wave

propagation modeling and estimation theory.

Variations in the vertical refractivity profile can result in entrapment of the elec-

tromagnetic waves, creating lower atmospheric ducts. Ocean ducts are common phe-

nomena that result in significant variations in the maximum operational radar range,

creation of radar fades where the radar performance is reduced, and increased sea clut-

ter [1]. Therefore, they greatly alter the target detection performance at low altitudes

[38], and result in significant height error for 3–D radars.

RFC techniques find the profile associated with the best modeled clutter match

to the observed clutter power. RFC has the advantage of temporal and spatial tracking

7
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of the refractivity profile in a dynamically changing environment.

Atmospheric pressure, temperature and humidity affect the refractivity structure,

and thus affect the radar propagation conditions. The vertical gradient of the refractivity

profile determines the curvature of radar rays [39]. Therefore, radar returns can be used

to infer the gradient of refractivity structure near the ground [40].

Atmospheric ducts are more common in hot and humid regions of the world. The

Persian Gulf, the Mediterranean and California coasts are examples of such regions with

common formation of a ducting layer above the sea surface [17]. Surface based ducts

appear on an annual average almost 25% of the time off the coast of South California

and 50% in the Persian Gulf [41]. While surface-based ducts appear less common than

evaporation ducts, their effect is more prominent on the radar return [1]. They often

manifest themselves in a radar plan position indicator (PPI) as clutter rings, see Fig. 2.1d,

or height errors in 3–D radars. The height error is due to the trapping of the lowest

elevation beams near the surface instead of refracting upward as would be expected in a

standard atmosphere.

Fig. 2.1b shows that a surface-based duct increases the radar range significantly

inside the duct with respect to a weak evaporation duct (close to the standard atmo-

sphere) by trapping the radar waves just above the ocean surface. Note that the electro-

magnetic energy is trapped inside the strong surface-based duct which results in an in-

crease in the interaction of the electromagnetic waves with the sea surface. Fig. 2.1(c,d)

demonstrates the effect of atmospheric ducts on the radar clutter. The strong ducting

case has distinct clutter rings around the radar. This complex clutter structure enables

RFC to estimate the atmospheric conditions from the radar returns.

There has been efforts to calculate sea reflections in ducting conditions to find the

environmental refractivity profile from radar measurements, as opposed to the traditional

way of using bulk sensor measurements [42,43]. The atmospheric refractivity profile is

often measured by direct sensing of the environment. Rocketsondes and radiosondes

typically are used for sampling of the atmospheric boundary layer [44], although they

have limitations regarding mechanical issues and surface conditions [45,46]. For char-

acterization of the surface layer, “bulk” parameters such as pressure, air and sea surface

temperature, humidity, and wind speed are measured at a single height, usually with
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Figure 2.1: Propagation diagram of a (a) weak evaporation duct, (b) surface-based duct
(high intensity: bright). Radar PPI screen showing clutter map (dB) during the 1998
SPANDAR experiment resulting from a (c) weak evaporation duct, (d) surface-based
duct.
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sensors placed on a buoy or platform on the sea surface. These in-situ measurements

are then used as inputs to thermodynamic “bulk” models to estimate the near-surface

vertical refractivity profile using Monin–Obukhov similarity theory [47–49].

Initial remote sensing studies in the radar [5,6] and climatology [7] communi-

ties have been directed toward a better estimation of the refractivity profile in the lower

atmosphere, less than 500 m above the sea surface. Hitney demonstrated the capabil-

ity to assess the base height of the trapping layer from measurements of UHF signal

strengths [8]. Anderson inferred vertical refractivity of the lower atmosphere based on

ground-based measurements of global positioning system (GPS) signals [9], followed

by [10,11]. Estimation of refractivity structure from radio measurements with diversity

in frequency and height have been examined in [50]. VHF/ UHF measurements from

the VOCAR 1993 experiment have subsequently been used to invert for a three param-

eter (base height, M deficit and duct thickness) surface duct model [6]. A maximum a

posteriori (MAP) approach for RFC inversions was developed by [51]. This work mod-

eled the environment with a three element vector: two elements to describe the vertical

structure and one to describe the range dependency of the profile. They later combined

prior statistics of refractivity with point-to-point microwave propagation measurements

to infer refractivity [52].

Other efforts in indirect sensing of the atmosphere include studies used GPS

satellites and LIDARs. Low earth orbit GPS satellites have been used to analyze the

occurrence frequency and variation of land and sea ducts on a global scale, during a

10 day period in May 2001 [53]. LIDAR [54,55] has also been used to measure the

vertical refractivity profile. However, its performance is limited by the background noise

(e.g. clouds) [14].

Weather radars and refractivity retrieval algorithms have been used to estimate

moisture fields with high temporal and spatial resolution [28–30] with application in

understanding thunderstorm initiation [31,32].

RFC techniques use the radar return signals to estimate the ambient environment

refractivity profile. There has been strong correlation between the retrieved refractivity

profile using an S-band radar and in-situ measurements by instrumented aircrafts or

radiosondes [12,13,29]. RFC techniques make tracking of spatial and temporal changes
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in the environment possible [14,15,56]. RFC inversions of the environmental profile

have been reported at frequencies as low as VHF [6], and as high as 5.6 GHz [57].

The development of RFC initially was inspired by the use of inverse methods

in ocean acoustics which also is based on propagating signals in a waveguide. For a

review of numerical modeling of the ocean waveguide see [58]. For an introduction to

the ocean acoustic inverse problem see [59] and for sequential inverse methods in ocean

acoustics see [60].

The remainder of this paper is organized as follows: Section 2.2 introduces the

marine ducts and their simplified mathematical models. Section 2.3 summarizes the

clutter models used in previous studies and wave propagation approximations that model

radio wave propagation efficiently. Section 2.4 summarizes the RFC research and inver-

sion methods that have been used to infer the environmental refractivity parameters.

Section 2.5 discusses the shortcomings of the current research and areas that require

more attention in the future.

2.2 Marine ducts

One of the first reports of abnormal performance of radar systems in maritime

environments was during World War II where British radars on the northwest coast of

India commonly observed the coast of the Arabian peninsula 2700 km apart under mon-

soon conditions [61]. Marine ducts are the result of heat transfer, moisture and the mo-

mentum of changes in the atmosphere [62] and entail three general classes: evaporation,

surface-based and elevated ducts.

These ducts are characterized by a range and height dependent environmental

refractivity index. Although a refractivity profile has a complex structure in nature, it

can be approximated by a bilinear or trilinear function for surface-based ducts and by an

exponential function for evaporation ducts in modeling wave propagation [13,63,64].

The simplified atmospheric duct geometries used in most RFC works are shown

in Fig. 2.2. The modified refractive index M is defined as the part per million deviation

of the refractive index from that of a vaccum:

M(z) · 10�6

= n(z)� 1 + z/r
e

, (2.1)
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Figure 2.2: Parameters of simplified duct geometries: (a) evaporation duct, (b) surface-
based duct, (c) surface-based duct with an evaporation layer, and (d) elevated duct.

which maps the refractivity index n at height z to a flattened earth approximation with

earth radius r
e

= 6370 km. The advantage of working with the modified refractive index

is to transform a spherical propagation problem into a planar one. This transformation

maps a spherically stratified medium over a spherical earth to a planar stratified medium

above a flat earth. This transformation results in less than 1% error for ranges of less

than r
e

/3, independent of the wavelength [65]. However, this transformation to compute

the height–gain function breaks down in centimeter wavelengths and elevation of more

than 300 m. The error gets worse with increasing frequency [65].

2.2.1 Evaporation ducts

Katzin was the first to suggest the existence of evaporation ducts in 1947 [66].

Because of the difficulties in directly measuring the evaporation duct, various bulk mod-

els have been used to estimate the near-surface refractivity profile for several decades

[47,67–69]. An evaporation duct model that assumes horizontally varying meteorologi-

cal conditions has been suggested by [70]. Examples of such conditions are reported to

frequently happen in the Persian Gulf [71]. One of the more widely accepted high fi-
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delity evaporation duct models which has been used in various evaporation duct research

studies is the model developed by the Naval Postgraduate School [72]. A 4-parameter

model for range independent evaporation ducts that controls the duct height, M–deficit

and slope has been suggested by [73].

The Paulus–Jeske (PJ) evaporation duct model is more commonly used opera-

tionally due to its empirical correction for spuriously stable conditions. The PJ model is

based on the air and sea surface temperatures, relative humidity, wind speed with sensor

heights at 6 m and the assumption of a constant surface atmospheric pressure [47,68,69].

For the neutral evaporation duct, where the empirical stability functions approach a con-

stant, the PJ model is simplified to [12]:

M(z) = M
0

+ c
0

(z � h
d

ln

z + z
0

z
0

), (2.2)

in which M
0

is the base refractivity, c
0

= 0.13M-unit/m corresponding to the neutral

refractivity profile as described by [74], z
0

is the roughness factor taken as 1.5⇥10

�4 m,

and h
d

is the duct height. The exact choice of M
0

(usually taken in the interval [310–

360] M-units/m) does not affect the propagation pattern since it is the derivative of M

that dictates wave propagation in the medium [75,76].The assumption of neutral stability

implies that the air and sea-surface temperature difference is nearly zero, and wind speed

is no longer required. It was found in [77] that propagation estimates based on a neutral-

stability bulk model performed well relative to other more sophisticated bulk models

for the measurement sets under consideration. This is an important point as all RFC-

estimated evaporation duct heights, and subsequently evaporation duct profiles given in

(2.2), are based on neutral conditions.

2.2.2 Surface-based ducts

Surface ducts typically are due to the advection of warm and dry coastal air to the

sea. The trilinear approximation of the M-profile, as shown in Fig. 2.2b, is represented
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by:
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where m
3

= 0.118M-units/m, consistent with the mean over the United States. Since

profiles are upward refracting, clutter power is not very sensitive to m
3

[13].

A surface duct, schematically shown in Fig. 2.2c, has also been used by [13,78],

which includes an evaporation duct layer beneath the trapping layer:

M(z) = M
0

+

8
>>>>><

>>>>>:

M
1

+ c
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z � h

d
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(2.4)

where c
0

= 0.13, m
1

is the slope in the mixed layer, m
3

= 0.118M-units/m, h
1

is the

trapping layer base height, and z
d

is the evaporation duct layer height determined by:

z
d

=

(
hd

1�m1/c0
0 < 1

1�m1/c0
< 2

2h
d

Otherwise
(2.5)

subject to z
d

< h
1

. h
1

= 0 simplifies (2.4) to a bilinear profile and h
2

= 0 implies

standard atmosphere. zthick is the thickness of the inversion layer, and h
2

= h
1

+ zthick.

M
1

is determined by M
1

= c
0

h
d

ln

zd+z0

z0
+ z

d

(m
1

� c
0

), and M
d

is the M-deficit of

the inversion layer. Gerstoft et. al. used an 11 parameter model for the environmental

refractivity profile [13]: five paremeters for the vertical structure as in (2.4), and six to

model the range variations of the profile. They assumed that the trapping layer height

h
2

is range dependent and used principle components of h
2

as a Markov process with

respect to range.

Most of the RFC studies including [14,37,79] have used a four parameter surface

based duct. However, the frequency range of the validity of a trilinear approximation to

the surface duct refractivity structure is arguable. As Fig. 2.3 demonstrates, the trilinear

approximation to complex refractivity profile structures gets worse for modeling wave

propagation at higher frequencies. Propagation loss and clutter power of a measured

profile and its trilinear approximation are shown in this figure.
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The profile is from the SPANDAR 1998 dataset (Run 07, range 50 km) measured

by an instrumented helicopter along the 150� azimuth shown in Fig. 2.1 [12]. Panel (a)

shows the trilinear approximation obtained by minimizing the l
2

norm of the difference

of the approximated and real profiles given that the slope of the third line is fixed and

equal to 0.12 M-units/m. Panel (b) shows the propagation loss of the measured profile

with antenna height of 25 m, frequency of 3 GHz, beamwidth of 0.4� and wind speed

of 5 m/s. The propagation loss is obtained from the Advanced Propagation Model [20]

which uses a parabolic equation code [80]. The clutter power is obtained from a mul-

tiple angle clutter model [26]. Panels (c) and (d) show that the error of the trilinear

approximation for a complicated structure increases with frequency. Here, the average

absolute error of the propagation loss inside the duct increases from 4.9 dB at 3 GHz to

6.7 dB at 10 GHz. The absolute value of the clutter power difference due to the measured

refractivity profile and its trilinear approximation increases from the average of 8.2 dB

at 3 GHz to 13.3 dB at 10 GHz. However, experimental measured profiles show that the

trilinear approximation is sufficient for most of the surface-based ducts, especially when

propagation is to be modeled at 3 GHz and lower frequencies [13].

A wavelet representation of the conductivity profile was suggested in the simi-

lar inverse scattering problems arising in geophysical prospecting [81,82]. Generalized

Karhunen–Loeve transform [83] was used by [84] to find the the tropospheric refractiv-

ity basis vectors of VOCAR 1993 profiles measured off the coast of California. Both of

these approaches are capable of representing environmental profiles in more detail with

additional complexity in inversions.

2.2.3 Elevated ducts

Elevated ducts, schematically shown in Fig. 2.2d, are unstable atmospheric con-

ditions that are primarily observed over the land but may also be formed across the

seashore when cool air flows over a warmer sea [62,85,86]. The effects from these types

of ducts are not visible on a radar screen since radar beams get trapped in the elevated

layer above the ocean level. Elevated ducts might be predicted from the nature of heat

absorbing and radiating boundaries and the cloud cover [62].
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Figure 2.3: (a) A measured profile from the 1998 SPANDAR and its trilinear approxi-
mation. (b) propagation loss (dB) of the measured profile at 3 GHz. Propagation loss dif-
ference of the measured profile and the trilinear approximation at (c) 3 GHz, (d) 10 GHz.
Clutter power comparison of the profile and its trilinear approximation at (e) 3 GHz, (f)
10 GHz.
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2.3 Electromagnetic theory and forward modeling

Given a refractivity structure m in a maritime environment, the expected clutter

power is obtained as a function of radar and environmental parameters. Assuming that

electromagnetic waves hit the surface at a single grazing angle at range r, the received

radar power is [1,87]:

P
r

(r) =
P
t

GA
e

�F 4

(r,m)

(4⇡)2r4L
, (2.6)

where P
t

is the transmitter power, G the antenna gain, A
e

the antenna effective aperture,

� the effective cross section of the scatterer, L the total assumed system losses, and F is

the propagation factor at the sea surface. The pattern propagation factor F is defined as

the ratio of the magnitude of the electric field at a given point under specified conditions

to the magnitude of the electric field under free-space conditions [61]: F (r) = |E(r)|
|Efs(r)|

.

F is a function of range r and the refractivity structure m at each location. The antenna

effective aperture is obtained as a function of the wavelength �, A
e

=

�

2
G

4⇡

. The clutter

cross-section � becomes � = A
c

�
0

where �
0

is the clutter cross section per unit area

and A
c

is the area of the radar cell [1]:

A
c

= r✓
B

(c⌧/2) sec (✓(r,m)) , (2.7)

with ✓
B

the antenna pattern azimuthal beamwidth, c the propagation speed, ⌧ the pulse

width, and ✓ is the grazing angle which is a function of range and the environmental re-

fractivity. From this point on, F (r,m) and ✓(r,m) are shown as F and ✓ for simplicity.

Thus, the clutter power at the range r is obtained as:

P
c

(r) =
P
t

G2�2✓
B

c⌧�
0

sec(✓)F 4

2(4⇡r)3L
. (2.8)

The propagation factor F is calculated by numerical solutions to the wave propa-

gation problem (Section 2.3.1). The sea surface-reflectivity per unit area �
0

is calculated

from semi-empirical models that fit the experimental measurements to a function of sys-

tem parameters (Section 2.3.2).

The angle with which electromagnetic waves hit the ocean surface ✓ varies with

range. However, the dependence of the clutter model on grazing angle has been ne-

glected at far distances from the radar in [12–15,78,84,88–91]. The sec(✓) term also is a
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weak function of ✓ at low angles. Thus, normalization of the clutter power by the power

at range r
0

yields the approximation:

P
c

(r)

P
c

(r
o

)

'
⇣r

o

r

⌘
3 F 4

(r)

F 4

(r
o

)

. (2.9)

The dependence of the sea-surface reflectivity on grazing angle in an evaporation

duct has been considered in [12] and concluded that �
0

/ ✓0 given that the clutter cells

are far enough from the radar. They also investigated the existence of a minimum wind

speed under which radar return is not reliable for duct height inversion. The minimum

wind speed (usually less than is 2 m/s) depends on the radar parameters and sensitiv-

ity. To overcome the problem of uncertainty of �
0

, geometrical ray tracing and rank

correlation was used by [57] for inversion of surface-based ducts.

The assumption that there is a single grazing angle ✓ at each range is not always

valid, especially in strong surface-based ducts where multiple electomagnetic waves

with different angles hit the surface at each location. Karimian et. al. suggested a clutter

model that depends on all grazing angles proportional to their relative powers [26]:

P
c

(r) =
↵
c

(r)F 4

(r)R
✓

�(✓)d✓

Z

✓

�
0,GIT

(✓) sec(✓)�(✓)

F 4

std

(✓)
d✓ , (2.10)

where ↵
c

(r) =

PtG
2
�

2
✓Bc⌧

2(4⇡r)

3
L

includes all grazing angle independent terms, �
0,GIT

is the

sea surface reflectivity from the GIT model (discussed in Section 2.3.2), �(✓) is the

relative energy of incident wavefronts at each grazing angle obtained from a curved

wave beamformer, and F
std

(✓) is the propagation factor of a standard atmosphere at a

range with the same grazing angle. An analysis of the performance of different clutter

models in RFC inversions is provided in [27].

2.3.1 Wave propagation modeling

From the early days of wave propagation modeling, a divergence arose due to

the distinct differences in applications emphasizing environmental effects over terrain

versus over the oceans. Due to the advances in computer processing as well as innovative

mathematical techniques for numerically intensive problem solving, the most popular

techniques for Radio Frequency (RF) propagation modeling have converged such that

these same methods are well suited for both land and water propagation paths. Since the
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emphasis of this paper is on the estimation of refractive conditions over the ocean, this

section will describe only those RF propagation modeling techniques and algorithms as

they pertain to modeling anomalous propagation effects on over-water paths.

One of the first radiowave propagation models that took into account the ef-

fects of both evaporation ducts and surface-based ducts was based on the techniques

described in [61] and [92]. The model determines the coherent sum of the direct and

surface-reflected fields within the optical interference region, also accounting for diver-

gence and non-perfect reflection by use of a modified Fresnel reflection coefficient [93].

Modeling refractive effects is limited since within this region, the use of an effective

earth radius factor is employed to account for non-standard conditions. For diffrac-

tion effects beyond the radio horizon, ducting effects are based on a single mode model

where an empirical fit to waveguide solutions are used to modify Kerr’s standard diffrac-

tion method [75].

For modeling of height-varying refractive conditions, waveguide models offer a

much higher fidelity solution and have been in use since the early 1900s [94]. Waveg-

uide models employ normal mode theory and are well suited when refractive conditions

do not change along the path. Due to the high computational requirements for mode

searches, another caveat is that normal mode models are typically used beyond the radio

horizon where far fewer modes are needed for a solution [43,75].

One of the more popular techniques for RF propagation modeling is the parabolic

equation (PE) method, also known as the paraxial approximation method. Originally

used by [95], the PE method allows for propagation conditions to vary in both height

and range. However, the PE method was not in practical use until [96] developed a

technique called the split-step Fourier (SSF) method, initially applied to underwater

acoustic propagation. The SSF method took advantage of fast Fourier transforms that

led to extremely efficient numerical solutions of the PE. [97,98] modified the under-

water acoustic SSF PE to model radiowave propagation in the troposphere. Since that

time many improvements and mathematical techniques have been introduced in the SSF

PE algorithm for applications to RF propagation in the troposphere. For an excellent

treatise on the development of many of these techniques, the reader is referred to [22].

Due to its efficiency and accuracy the SSF PE algorithm is now widely used in
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many radiowave propagation models, including the model used here to obtain results

presented in this paper. A general description of the SSF PE algorithm is given in

the following, with more details provided on specific implementation of the model used

here. Applying the simple assumption of a slowly varying medium, Maxwells equations

can be reduced to the scalar two-dimensional (Cartesian) elliptical Helmholtz equation:

@2 (x, z)

@x2

+

@2 (x, z)

@z2
+ k2

0

n2 (x, z) = 0 , (2.11)

where  (x, z) is a function of the electric or magnetic field, depending on the polariza-

tion of the radiated field; and n is the refractive index of the medium (implicitly also a

function of x and z). The usual starting point for the derivation of the PE is substituting

the function  (x, z) = ejk0xu(x, z) in (2.11), then factor the result into, respectively,

forward and backward pseudo-differential equations:

@u(x, z)

@x
+ jk

0

"
1�

s
1

k2

0

@2

@z2
+ n2

#
u(x, z) = 0 , (2.12)

@u(x, z)

@x
+ jk

0

"
1 +

s
1

k2

0

@2

@z2
+ n2

#
u(x, z) = 0 . (2.13)

This substitution effectively removes the rapid phase variation in  , leaving u(x, z) a

slowly varying function in range. In most PE models used for long range radiowave

tropospheric propagation, only the forward propagating term (2.12) is solved, and the

backward propagating term is ignored.

Initial PE algorithms incorporated simple approximations to (2.12), resulting

in the standard PE (SPE). The limitation with using the SPE is that it is a narrow-

angle approximation and leads to larger errors when propagating at large angles, typ-

ically greater than 10

� for microwave frequencies. [99] developed the wide-angle PE

(WAPE) for propagation within optical fibers, by using an alternative approximation of

the square-root operator. Later, [100] quantified the error associated with the use of var-

ious approximations to the square-root operator, concluding that the WAPE propagator

developed by Feit and Fleck was a substantial improvement in reducing phase errors at

large propagation angles necessary for their work in underwater acoustic propagation.

More recently, [101] analyzed the differences between the SPE and WAPE and offered

yet a further improvement for the WAPE and wide-angle sources.
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The Leontovich surface impedance boundary condition must then be applied to

obtain a solution for the WAPE:

@u

@z

����
z=0

+ ↵u
��
z=0

= 0 , (2.14)

where the complex ↵ is given by

↵
h,v

= jk
0

sin ✓


1� �

h,v

1 + �

h,v

�
. (2.15)

Here, ✓ is the grazing angle of the radiated field at the surface, � is the Fresnel reflection

coefficient - also dependent on the grazing angle, and the subscripts h and v refer to

horizontal and vertical polarization respectively. The discrete mixed Fourier transform

(DMFT) formulation provided by [21] implements the impedance boundary condition

and derives the new split-step solution entirely in the discrete domain. The DMFT

method has the added advantage that it retains numerical efficiency due to requiring

only sine transforms. Further refinement of the DMFT was presented by [102] where

they applied various difference formulations for (2.14) to arrive at an improved DMFT

algorithm, reducing much of the numerical instabilities associated with the quantity ↵
h,v

when Re(↵
h,v

) approaches zero.

The propagation model used for the results presented in this paper implements

the WAPE and the DMFT algorithm as described in [21,101,102] and is called the Ad-

vanced Propagation Model (APM). The handling of range-varying vertical refractive

profiles is described in [103] and a general description of the APM is provided in [104].

Pertinent to the RFC methodology is the accuracy of the forward scattered field,

which is subsequently dependent on how ↵
h,v

is modeled. Typically, the boundary con-

dition is modeled such that a constant impedance is assumed within each range step,

dependent on a single grazing angle associated with the dominant mode of propaga-

tion for the specified refractive environment. We apply the Kirchoff approximation and

model the sea surface boundary by determining an effective impedance described by

a reduction, ⇢, to the smooth surface Fresnel reflection coefficient, �
0

, based on the
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Miller-Brown-Vegh (MBV) model [105]:

�

h,v

= ⇢�
0h,v

(2.16)

⇢ = e�2(2⇡�)

2
I
0

⇥
2(2⇡�)2

⇤
(2.17)

� =

h
w

sin ✓

�
(2.18)

I
0

is the modified Bessel function of the first kind, and h
w

is the rms wave height from

the Phillips ocean wave spectrum [106]:

h
w

= 0.0051v2
w

, (2.19)

where v
w

is the wind speed in m/s. Within APM, ⇢ is approximated according to [107]

by the expression

⇢ =

1q
3.2�� 2 +

p
(3.2�)2 � 7�+ 9

, (2.20)

� = 8⇡2�2 . (2.21)

Next is to determine the grazing angle at each PE range step to compute the effec-

tive reflection coefficient and subsequent impedance. Grazing angles at the sea surface

can easily be found using a geometric ray trace based on small angle approximations to

Snell’s law [25]. The caveat is that for surface-based ducting conditions, there will be

multiple grazing angles within a given range interval/step, as shown in Fig. 2.4. Figure

2.4(a) shows the refractivity profile of a 300 m surface-based duct, and the correspond-

ing grazing angles are shown in Fig. 2.4b. Notice that beyond the skip zone, at ranges

beyond 80 km, there are multiple grazing angles (i.e., multiple modes) present within a

given range interval. The challenge is determining the proper grazing angle associated

with the dominant mode of propagation at a particular range. Geometric ray tracing tech-

niques offer no further information, therefore, spectral estimation techniques have also

been used [21,24,104] in combination with geometric ray trace methods to obtain the

appropriate angle at a given range particularly useful in complex environments where

the propagation path is a combination of sea, land, and a range-dependent atmosphere.

Of course, one of the caveats of modeling the impedance in this way is that for

surface-based ducting environments it ignores the many, equally dominant, modes prop-

agating within the duct at multiple grazing angles within a range step. The advantage
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Figure 2.4: (a) Refractivity profile of surface-based duct used for (b) determination of
grazing angles by ray trace (solid) and final maximum angles (dashed lines) used for
computing ↵

h,v

.

of using the MBV method to modify the surface impedance is that it is easy to imple-

ment and for the most part has been shown to perform very well for range-independent

evaporation duct environments where the incident field can be described, to a very good

approximation, by a single grazing angle beyond the interference region [12,38].

A more rigorous, albeit conventional, approach has been provided by [108] to

model a non-constant impedance that directly takes into account effects of the angle-

dependent reflection coefficient present at all grazing angles. However, in keeping

with the more numerically efficient SSF PE approach, and considering the design to-

ward operational applications, the maximum grazing angle (shown by the dashed line

in Fig. 2.4b) is used in computing ↵
h,v

to model rough surface effects. This results in

maximum, or worst-case, clutter values and will in general over-estimate sea clutter.

Finally, a recent approach to more accurately model the various field strengths

at the surface, and subsequently, clutter power described by multiple grazing angles,

has been provided by [26] that takes all grazing angles and their relative powers at each

range-step into account.

For the RFC application, the propagation factor, F , in the clutter equation (2.8–

5.2) is a function of the complex PE field and the range (note that range is shown by r

in the clutter equations and by x in this section, since Maxwell’s equations are solved in
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Cartesian coordinates):

F = |u(x, zeff)|
p
x , (2.22)

where zeff is the effective scattering height, taken as 0.6 times the mean wave height

[42], or approximately 1 m above the ocean for most situations [12,104]. Theoretically,

F should be computed from the incident field at the sea surface. However, PE approxi-

mations yield the propagation factor due to the total field which is close to zero at the sea

surface and high frequencies. [109] showed that the clutter power using the total field

propagation factor at the effective scattering height is proportional to the clutter power

using the incident propagation factor.

2.3.2 Sea surface reflectivity models

Proper characterization of the quantity �
0

F 4 in (2.8) is key to providing reason-

able clutter predictions to perform RFC. The difficulty is that the surface reflectivity is

implicitly dependent on the forward propagation effects defined by F . They are inher-

ently coupled yet these two quantities are commonly treated separately to get an estimate

of the return clutter. Most sea surface reflectivity models, therefore, are semi-empirical

and are based on site-specific propagation data, typically with no corresponding meteo-

rological measurements.

There are several semi-empirical models for the average sea surface reflectivity

per unit area that fit the experimental sea clutter data to a function of radar frequency,

grazing angle, beam width, wind speed, radar look direction with respect to the wind,

and polarization. This quantity, represented by �
0

, is also referred to as the normalized

radar reflectivity [110].

A hybrid model by [111] and the Georgia Institute of Technology (GIT) model

[112] are among the classic sea surface reflectivity models for low grazing angles that

are valid in the S and X band frequencies. A comparison of different models is provided

in [42]. GIT, Technology Services Corp. (TSC) [113], and Barton (BAR) reflectivity

models at 3 GHz are compared in Fig. 2.5a. A similar comparison at 9.3 GHz with the

additional Sittrop (SIT) [114] model is shown in Fig. 2.5b. Notice that the TSC, BAR,

and SIT models show similar dependence of �
0

on grazing angle, whereas the GIT

model exhibits higher attenuation at lower grazing angles. Lower grazing angles imply
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Figure 2.5: Reflectivity vs. grazing angle for several sea surface reflectivity models at
(a) 3 GHz, and (b) 9.3 GHz.

the region near the radio horizon subject to diffraction effects. The increased attenu-

ation shown by the GIT model as a function of decreasing grazing angle is indicative

of standard diffraction effects, and it is for this reason the GIT model has been more

widely used. That is, the GIT reflectivity can be assumed to be representative of �
0

under standard atmosphere conditions.

[42] modified the GIT model to consider ducting effects on the radar backscatter

by dividing �
0

by the standard atmosphere propagation factor and multiplying by the

propagation factor of the desired conditions [87].

Normalized mean sea backscattering coefficient �
0

for grazing angles of 0.1 to

60

� and frequencies of 0.5 to 35 GHz are tabulated by [110] based on almost 60 exper-

iments. A model to fit the aforementioned dataset for grazing angles less than 10� and

frequencies up to 35 GHz is provided by [115]. Modeling the sea surface reflectivity

suitable for RFC applications remains an active field of research.

Calculation of the grazing angle is the key to the calculation of radar backscatter.

A hybrid of ray tracing and plane wave beamforming has been suggested in the works
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of [21,25,104] to find the angle of arrival based on the propagation conditions. [26]

suggested a curved wave beamformer that depends on the refractivity profile at each

location.

2.4 Inverse problem framework

The radar clutter depends on the two way propagation loss from the transmitter

to the range cell. The loss in turn depends on the environmental refractivity profile

through which the wave is propagated. The expected clutter power of each candidate

profile is computed and an objective function � that quantifies the difference between

the observed, P
o

, and the simulated clutter power, P
s

(m), is formed. P
o

and P
s

are

the vectors of clutter power over the radar range. The candidate profile that yields the

minimum difference is declared as the best match.

ˆm = argmin

m
�(P

o

,P
s

(m)) . (2.23)

The simulated clutter is a function of the propagation factor F , as seen in (2.6). F in

turn, is a function of the environmental profile m. Using an l
2

norm as the objective

function � yields:

� = kP
o

�P
s

(m)k2 , (2.24)

which is also the negative log-likelihood function under the Gaussian noise assumption.

Minimizing (5.5) over the refractivity profile m requires an efficient numerical search

for the optimum values.

There have been several approaches to estimate the refractivity parameters from

the observed clutter including: a matched–field processing approach toward inversion

[76], a genetic algorithm [13], a Markov–chain Monte Carlo sampling approach to

estimate the uncertainties of the inverted parameters [88], Markov state space model

for microwave propagation [14], Kalman and particle filters [15], support vector ma-

chines [116], particle swarm optimization [89], a Bayesian approach with meteorolog-

ical prior [17], an improved best fit approach [56,90] and a range adaptive objective

function [117].

[118] suggested a matched-field processing approach for source localization and

inversion for environmental parameters which was based on plotting ambiguity surfaces
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of unknown variables. [76] showed successful application of the matched-field process-

ing technique to invert for surface-based duct parameters. They also showed that it was

not possible to invert for elevated duct parameters using single surface measurements.

Most of the previous RFC studies inverted the clutter power for the refractiv-

ity structure in a short range interval assuming changes in the refractivity profile to be

negligible. [13] inverted for a range-dependent profile by considering range-dependent

parameters. [14] used a Markov chain model on the propagation state space [119] to

consider a range dependent profile. The latter approach reduces the complexity of inver-

sions based on the number of unknown profiles with the added advantage of correcting

inverted profile of shorter ranges efficiently by considering clutter power from longer

ranges.

2.4.1 Likelihood function

The relationship between the observed complex-valued radar I and Q compo-

nents of the field u
I,o

and u
Q,o

over N
r

range bins and the predicted field u
I,s

and u
Q,s

is described by the model:

u
I,o

=

p
n
1

u
I,s

(m)ej�1
+ n

2

ej�2 (2.25)

u
Q,o

=

p
n
1

u
Q,s

(m)ej�1
+

´n
2

ej
´

�2 (2.26)

where n
1

is the multiplicative random variable in the modeled electric field due to a

variable sea surface reflectivity. [17] considered different probability distributions for

the random variable n
1

including lognormal, K-distribution and Rayleigh. Here, a log-

normal distribution is assumed for each element of the vector n
1

. Noise in the receiver,

n
2

and ´n
2

, are modeled by Gaussian distributions. �
1

,�
2

, ´�
2

are the random phase com-

ponents of the complex random variable with uniform distributions:

{log n
1

}N
1

, ⇠ G(0, �2

1

) (2.27)
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1

, { ´�
2

}N
1

⇠ U(0, ⇡) (2.29)

The radar output power is obtained by:

⇧ = |u
I

|2 + |u
Q

|2 . (2.30)
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Thus, the observed and simulated clutter power are related by:

⇧
o

= n
1

⇧
s

(m) + n
r

(2.31)

{logn
1

}N
1

⇠ G(0, �2

1

) (2.32)

{n
r

}N
1

⇠ �2 (2.33)

where n
1

is the multiplicative noise with a lognormal distribution, and n
r

is the additive

receiver noise with a �2 distribution and 2 degrees of freedom. Working in the high

CNR (clutter to noise ratio) regime, the n
r

term can be neglected. Thus, the modeled

power in the logarithmic domain is obtained as:

P
o

= P
s

(m) + n (2.34)

{n}N
1

⇠ G(0, �2

) , (2.35)

where, P
o

and P
s

(m) are vectors of the observed and simulated clutter power of the

profile m in dB, and n = 10 logn1.

More than one source of clutter power observations can be used in an inversion.

These sources can include the clutter power at different frequencies, different radar ele-

vation angles, or different snapshots with similar conditions where P
n,o

corresponds to

the nth source of the observed clutter power. Given N different sources with uncorre-

lated noise power ⌫
n

, the maximum likelihood function becomes: 1

L(m) =

NY

n=1

(⇡⌫
n

)

�Nr
exp


�kP

o,n

�P
s,n

(m)k2

⌫
n

�
. (2.36)

Assuming that the noise power {⌫
n

}
n=1..N

is constant across different observa-

tions, the negative log-likelihood function is simplified to

�(m) = � logL(m) /
NX

n=1

kP
o,n

�P
s,n

(m)k2 . (2.37)

The maximum likelihood estimate ˆm for m is obtained by minimizing (2.37)

over the model parameter vector m, which is similar to (5.5).
11 |x| = (|x1|, |x2|, ...) and kxk2 =

P
i |xi|2.
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2.4.2 An inversion example

A set of refractivity profile measurements and radar returns was recorded at

Wallops Island, Virginia, April 1998 [12,13]. Clutter signals were measured using the

Space Range Radar (SPANDAR) with operational frequency of 2.84 GHz, horizontal

beamwidth of 0.4�, elevation angle of 0, antenna height of 30.78 m, and vertical po-

larization. The refractivity profiles of the environment were recorded using an instru-

mented helicopter provided by the Johns Hopkins University Applied Physics Labora-

tory. The helicopter flew in and out along the 150

� radial from a point 4 km due east of

the SPANDAR in a saw-tooth pattern with each transect lasting 30 min.

The range-dependent refractivity profile measured by the helicopter is shown in

Fig. 2.6a. This profile corresponds to the measurement on April 2, 1998 from 13:19:14

to 13:49:00 (Run 07). The spatial variation of the M-profile is small in the 0–45 km

range. Thus, RFC results of the corresponding clutter observations are compared to

the average of the measured M-profiles in that range interval. Note that although the

experimental measurements are from a range-dependent refractivity profile, inversions

are based on a range-independent profile.

Recorded clutter power of the SPANDAR between azimuth 142–166� is used to

estimate the trilinear function representing a surface-based duct since the clutter pattern

(Fig. 2.1d) is rather stationary in this interval. The probability distribution of the refrac-

tivity profile from all inversion results is obtained and the maximum a posterior (MAP)

solution of this distribution is found to be the refractivity profile that fits all data. Only

the first 60 km of the radar clutter is used to invert for the refractivity profile to maintain

a high CNR and to avoid high spatial variations of refractivity with range. A multiple

angle clutter model based on curved wave beamforming [26] is used to calculate the

clutter power, and APM [104] is used to calculate the electric field and propagation loss.

Fig. 2.6 shows the inverted profiles obtained from clutter power observed along the 150�

azimuth, the helicopter measured refractivity along the 150

� azimuth and the span of

inverted profiles using clutter power along 142–166�.

Fig. 2.7 shows the propagation loss using the inverted profile from Fig. 2.6b and

a standard atmosphere. Surface-based ducting conditions result in the extended range

of the radar and radar fades in unexpected locations assuming a standard atmosphere.
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Figure 2.6: (a) Range-dependent refractivity profile recorded by an instrumented he-
licopter along the 150

� azimuth. (b) Average of the first 45 km of the measured profile
compared to the inverted profiles of 150� clutter (solid) and the MAP profile of 142–166�

(shaded). (c) observed and modeled clutter power of the inverted profile.
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Figure 2.7: Propagation loss: (a) MAP estimate of the refractivity profile given the
clutter power at 150� azimuth of SPANDAR Run 07, and (b) standard atmosphere.

Radar parameters in this figure are identical to those of the SPANDAR.

2.4.3 Bayesian approach

One important motivation behind estimation of the refractivity structure in the

environment is to predict the radar performance in non-standard atmospheric conditions.

This requires the statistical properties of the parameters-of-interest such as the propa-

gation loss which can be computed from the statistical properties of the atmospheric

refractivity. The unknown environmental parameters are taken as random variables with

corresponding one–dimensional (1–D) probability density functions (pdfs) and an n–

dimensional joint pdf. This probability function can be defined as the probability of

the model vector m given the observed clutter power P
o

, p(m|P
o

), and it is called the

posterior pdf (PPD). The profile m with the highest probability is referred to as the

maximum a posteriori (MAP) solution. The posterior means, variances, and marginal
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probability distributions can be found by integrating over this PPD:

µ
i

=

Z
...

Z

m0
m0

i

p(m0|P
o

)dm0 , (2.38)
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)dm0 . (2.40)

The posterior density of any specific environmental parameter can be obtained by marginal-

izing the n–dimensional PPD as given in (2.40) [120]. [79] used importance sampling

(IS) [121] to compute the necessary multi-dimensional integrals needed to map the en-

vironmental uncertainty into propagation loss uncertainty. IS produces unbiased distri-

butions of the desired variables, however, the variance of the estimates depend heavily

on the importance density used in IS. Another problem with IS is the slow rate of con-

vergence for the numerical computation of the integrals. [79] also compared IS to using

just the 1-D marginals of refractivity parameters to compute the PDF of propagation

loss. As long as the interparameter correlations are negligible, using marginals is com-

putationally more efficient than IS. They later showed that lowering the peak clutter to

noise ratio broadens the a posteriori distribution of the propagation loss [78].

The error in IS is minimized when samples are drawn from the posterior distri-

bution of the environmental parameters p(m|P
o

). Sampling from the posterior requires

a Markov chain Monte Carlo (MCMC) class sampler [121,122] such as the Metropolis-

Hastings (MH) [123] and the Gibbs samplers [124]. MCMC methods are guaranteed

to asymptotically converge to the true parameter distribution at a high computational

cost. [88] used a MH sampler to find the a posteriori distribution for the environmental

model parameters and used the MH sampler output to map the environmental uncer-

tainty into the propagation loss domain.

[37] introduced a hybrid genetic algorithms (GA)–MCMC method to estimate

the posterior probability faster than MCMC which does not suffer from the bias of his-

tograms obtained from the GA. The hybrid GA–MCMC approximates the posterior dis-

tribution faster than an MCMC by first performing a GA inversion, discretizing the

environmental parameter domain using the GA samples via Voronoi decomposition and

the nearest neighborhood method [125,126], and finally applying a fast Gibbs sampler
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over this discrete space. The posterior distribution can be found using the Bayes rule:

p(m|P
o

) =

p(m)L(m)

p(P
o

)

/ p(m)L(m) , (2.41)

with

p(P
o

) =

Z

m

p(P
o

|m)p(m)dm . (2.42)

The likelihood function L(m) is the same as in (2.36), assuming a zero-mean

Gaussian distribution for the error. The prior p(m) represents a priori knowledge about

the environmental parameters m, which might be from the meteorological statistics [17]

or from the result of previous inversions [15,56]. A non-informative or flat prior assump-

tion reduces (2.42) to:

p(m|P
o

) / L(m) , (2.43)

which has been discussed in Section 2.4.1. Fig. 2.8 is adopted from [88] which shows

the highest posterior density (HPD) of the propagation loss obtained from the Metropo-

lis samples of refractivity model parameters from Fig. 2.6. Posterior distributions are

shown at a fixed range of 60 km and different altitudes of 28 and 180 m, one inside and

one outside the duct. The point inside the duct exhibits a narrow distribution while the

variance of the estimated propagation loss outside the duct is much larger. As expected,

the detection range increases along the horizon but this increase is not uniform. Fig. 2.8c

shows the effects of uncertainty in the environmental parameters to a simple problem of

target detection given that the target is an isotropic antenna with the radar cross section

of 1 m2. The detection threshold in this example is chosen as 35 dB one way loss of the

electric field.

A Markov state space model as discussed by [14] also provides a Bayesian

framework by considering the inversion result of the previous states to invert for the

current range step.

Continuous temporal and spatial variations in the environment led [15] to use

extended [120] and unscented [127,128] Kalman filters to track RFC results along with

Sequential Monte Carlo [60,129] methods such as the particle filters. The paper com-

pared the filter performances in RFC tracking for different types of ducts and computed

the Bayesian Cramer-Rao lower bound (CRLB) which presents a lower bound to the

RMS error.
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Figure 2.8: Posterior probability distribution of the propagation loss at range 60 km and
altitudes of (a) 28 m, and (b) 180 m above the mean sea level, from the inversion of
Fig. 2.6. (c) Detection probability given an isotropic target with an RCS of 1 m2.
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[56] provided a non-Bayesian approach to inversion but modeled a history of

inverted parameters of surface-based ducts to keep the results smooth in azimuthal vari-

ations. They considered a library of pre-computed propagation losses of candidate pro-

files to find the one with the minimum distance to the observed clutter. Duct height

variations are limited in the latter study and a smoothing procedure on the refractivity

profiles is performed after inversions.

2.4.4 Alternative RFC formulations

The form of the objective function in (2.37) suggests that some observations can

be weighted more heavily. Usage of different frequencies is discussed in [76]. [130]

argued that using a single elevation angle results in inversions with low precision above

the duct height. Thus, they used multiple elevation angles of the radar with different

weights in the objective function to obtain more robust inversions.

[78] considered a weighting for the clutter power according to the distance of

the range bin from the radar in an evaporation duct. [117] suggested using an adaptive

weighting algorithm for different range bins in an evaporation duct that depends on the

CNR. [78] have also suggested that RFC should be insensitive to the small variations of

peak locations of clutter power with range. Thus, they produced random replica of the

predicted field P
s

to make predictions less prone to the measurement errors.

Consideration of an l
2

norm for error of �(m) = kP
o

� P
s

(m)k2 is a conse-

quence of assuming an additive uncorrelated Gaussian noise in (5.7). The term n
r

in

(2.31) models the noise floor in the receiver which has been modeled by a linear trun-

cation procedure in the logarithmic power domain by [78] and by a complex Gaussian

distribution on the field by [14,27]. A discussion of different random distributions and

their effect on RFC is provided in [17].

Other objective functions have also been suggested in the statistical learning

community. l
1

(sum of absolute error terms) and the Huber norm [131] are less sensitive

to the outliers than the commonly used l
2

norm. The Huber norm is a hybrid of smooth

l
2

norm for small errors and robust l
1

treatment of large residuals, which has been used

by [132,133] for the robust inversion of the seismic data.

There have been approaches that do not use the clutter equation as a forward
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model for inversions. [57] used a rank correlation approach on the ray tracing results of

candidate profiles to invert for the surface-based duct parameters based on the observed

clutter power of a 5.6 GHz radar. A tomographic approach using a receiver array at the

X-band and correlating the arrival wavefront spectrum to ray traces of candidate profiles

has been suggested by [134]. In a similar problem, [40] used radar ground echo at low

elevation angles to estimate the vertical gradient of refractivity near the ground. They

used ray tracing to model the radar coverage. One shortcoming of the current RFC

approaches is evident when surface and weather (volume) clutter are hard to separate

such as in precipitation.

2.5 Conclusion and future directions

RFC is an approach to estimate the refractivity structure of a maritime environ-

ment based on the observed radar clutter power. Marine ducts and their mathematical

models have been discussed, and a framework for casting an inverse problem was pre-

sented. An inversion consists of a forward model to map the candidate profiles to the

observation domain, and a similarity measure to find the best profile. However, there

are several shortcomings in the current approaches to RFC that need to be addressed in

future studies:

Bilinear and trilinear approximations to surface-based ducts are not represen-

tative of the duct structure in some situations, and their performance worsens as the

operational frequency increases. There have been attempts to overcome this problem

by suggesting environmental refractivity models that rely on finding basis vectors of the

refractivity profile. Models for duct structures are required that are simple (for easy

inversion), and at the same time more representative of the true wave propagation, espe-

cially if RFC is to be implemented at frequencies higher than 3 GHz.

Sea surface reflectivity models that are currently used in the radar community,

e.g. the GIT model, do not represent well the sea reflections at very low grazing an-

gles. Thus, remote sensing problems require more realistic models of the sea surface

reflectivity at these angles (< 1

�).

One of the caveats of RFC algorithms is that detection of elevated ducts is not
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possible since the trapped electromagnetic waves do not interact with the sea surface.

However, these ducts can be predicted based on meteorological conditions [62]. The

3-D refractivity profiles are intimately linked to the weather. There have been attempts

to include climatological statistics of duct heights based on the observation location and

time of the year for evaporation ducts [17].

Fusion of weather prediction algorithms with RFC inversions can greatly in-

crease the performance of both. An example is in costal regions when the warm flow

of air over the sea forms a rising surface duct for radar propagation. Numerical weather

prediction (NWP) systems have undergone substantial development in the last decade.

There currently exist capabilities to extract 48 h radar forecast based on output from

NWP [135]. These forecasts are used now to predict the radar performance [136]. An

improvement of RFC then would be using these fields as prior into the RFC inversion.

After the inversion, the RFC posterior refractivity estimates could be used to influence

the small-scale data assimilation for NWP. More research is required to fill the gap be-

tween weather prediction and RFC.
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Chapter 3

Multiple Grazing Angle Sea Clutter

Modeling

3.1 Introduction

Lower atmospheric ducts over the ocean are common in many maritime regions

of the world. These non-standard conditions result in effects such as significant varia-

tions in the maximum operational radar range, creation of radar fades where the radar

performance is reduced, and increased sea clutter [1]. Atmospheric ducts are more com-

mon in hot and humid regions of the world. The Persian Gulf, the Mediterranean and

California coasts are examples of such regions where an increase in the humidity pattern

above the sea surface is accompanied by an increase in the temperature profile [17].

Calculation of the expected sea clutter power at low grazing angles requires

modeling of ocean radar reflectivity per unit area [1]. It is common in practice to

use the semi-empirical sea reflectivity model from the Georgia Institute of Technol-

ogy (GIT) [112]. The GIT model is based on fitting a single grazing angle model to low

angle sea surface clutter measurements. Dockery and Reilly modified the GIT model to

take into account the effects of non-standard ducting conditions on clutter [42,87]. They

divided the GIT reflectivity by the propagation factor obtained under standard conditions

to remove the standard atmosphere effect on the measurements. More recent empirical

models of sea clutter at low grazing angles are investigated in [115].

38
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The occurrence of ducting conditions causes grazing angles to be range depen-

dent, as the electromagnetic wave is trapped inside the duct. The strong dependence of

sea surface reflectivity on low grazing angles makes estimation of these angles impor-

tant. Ray tracing is a common way of finding the grazing angle at the sea surface in the

microwave region. However, it fails to account for shadow zones [20]. Hence, angular

spectral estimation can be used to obtain the angle of arrival (AOA) as a function of

range. Vertical arrays at each range can be generated synthetically with samples of the

field obtained from a parabolic equation code [22].

Grazing angle calculation in existing propagation software packages depends on

tropospheric conditions. The Advanced Propagation Model (APM) software [20] uses

the maximum grazing angle obtained from ray tracing for propagation over the ocean,

while plane wave spectral estimation (PWS) is used to calculate the dominant grazing

angle over land. The Tropospheric electromagnetic parabolic equation routine (Temper)

[23] uses the MUSIC algorithm [24] in its automatic mode to obtain the grazing angle

when changes of the refractivity index are high. A forward/backward spatial smoothing

MUSIC method [137] is used, which divides the synthetic array into overlapping sub-

arrays. This method assumes a constant refractivity along the array. Temper uses ray

tracing for evaporation ducts where MUSIC is not reliable. Switching between ray

tracing and spectral estimation requires an ad hoc decision rule based on the gradient of

the refractivity index along the array [21,25].

Both APM and Temper use a parabolic equation approximation to the wave

equation [20,23]. There also have been attempts to incorporate a grazing angle de-

pendent impedance of the horizontal reflecting surface into the forward propagation

formulation of the parabolic equation [108].

In this paper we propose a self-consistent way of obtaining the grazing angles

so that it is not necessary to switch between grazing angle computation techniques.

Curved wave spectral estimation (CWS) can be applied as an angular spectral estimation

technique when the approximation of a constant refractivity index along the array fails.

Hence, CWS is applicable to all atmospheric conditions with a refractivity index that

varies with height.

The worst case clutter can be estimated using the maximum grazing angle ob-
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tained from ray tracing or angular spectral estimation [20]. However, a more realistic

clutter model is needed in applications such as refractivity from clutter (RFC) [13–

15,18,27,88,130]. Multiple grazing angle clutter provides such a model that takes all

incident angles into account.

The single angle clutter equation is reviewed in Section 3.2. Array processing

and the effects of vertical variations of refractivity on angular spectral estimation is

discussed in Section 3.3. The angular power spectrum of the incident electromagnetic

wave is used in Section 3.4 to construct a multiple angle clutter model. Section 3.5

provides several examples to show the performance of curved wave spectral estimation

and the multiple grazing angle clutter model.

3.2 sea clutter at low grazing angles

Radars operating in maritime environments encounter a back-scattered signal

from the sea surface. Received clutter depends on the refractivity profile of the envi-

ronment known as the M-profile. This dependence makes inference of the refractivity

profile from the observed clutter possible [13]. The expected clutter is expressed as [87]:

P
c

(r) =
P
t

G2�2✓
B

c⌧�
0

sec(✓)F 4

(r)

2(4⇡r)3L
, (3.1)

where P
t

is the transmitter power, G is the antenna gain, � is the wavelength, ✓
B

is the

antenna pattern azimuthal beamwidth, c is the propagation speed, ⌧ is the pulse width,

�
0

is the sea surface reflectivity per unit area, ✓ is the grazing angle at range r, F is the

propagation factor, and L is the total assumed system losses.

The propagation factor, F , is defined as the ratio of the magnitude of the electric

field at a given point under specified conditions to the magnitude of the electric field

under free-space conditions with the beam of the transmitter directed toward the point

in question [1]: F (r) = | E(r)

Efs(r)
|.

3.2.1 Modified GIT model

The standard GIT model, see Appendix 3.6, is a semi-empirical model that cal-

culates the sea surface reflectivity [87]. This model is based on fitting the experimental
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measured average sea surface reflectivity to a function of polarization, radar frequency,

grazing angle, wind speed and radar look direction. The effect of standard atmosphere

can be removed by normalizing the GIT cross-section with respect to the 4/3 effective

earth radius propagation factor in standard conditions [87], [138]:

�
0

(r, ✓) =
�
0,GIT

(r, ✓)

F 4

std

(r0)
, (3.2)

where F 4

std

(r0) is the two-way propagation factor of the standard atmosphere (dM
dh

=

0.118M-units/m) at the equivalent range r0 with the same wind speed and an isotropic

antenna. r0 is the range that yields the same grazing angle ✓ under the standard atmo-

spheric condition [138]:

r0(✓) =
p

a2
e

✓2 + 2a
e

h
ant

� a
e

✓ , (3.3)

where a
e

is the 4/3 average earth radius in meters, and h
ant

is the antenna height relative

to the sea surface.

Substitution of (3.2) into (4.1) yields the final form of the clutter power equation

based on the modified GIT reflectivity:

P
c

(r) =
P
t

G2�2✓
B

c⌧�
0,GIT

(r, ✓) sec(✓)F 4

(r)

2(4⇡r)3LF 4

std

(r0)
. (3.4)

Fig. 3.1 shows changes of sea surface reflectivity per unit area �
0,GIT

for hor-

izontal and vertical polarizations as a function of grazing angle and wind speed, with

radar operating frequency of 3 GHz. Note that �
0

varies as much as 45 dB in relatively

calm sea conditions as the grazing angle changes from 0.1 to 1

�. The strong dependence

of clutter power on sea surface reflectivity, and hence grazing angle, is a motivation to

incorporate all incident angles into the clutter model.

3.3 Angular spectral estimation

Angular spectral estimation techniques find the incident power distribution ver-

sus grazing angle. The elements of the vertical synthetic array are formed from the com-

plex field u at each range obtained from the FFT bins of the electromagnetic parabolic

equation (PE) propagation model. For Cartesian coordinates [22]:

u(x, z) = e�jkx (x, z) , (3.5)



42

10
!1

10
0

!200

!180

!160

!140

!120

!100

!80

!60

!40

!20

S
u
rf

ac
e 

re
fl

ec
ti

v
it

y
 (

d
B

)

Grazing angle (deg)

 

 

windspeed 1 m/s

5 m/s

10 m/s

20 m/s

10
!1

10
0

!200

!180

!160

!140

!120

!100

!80

!60

!40

!20

S
u
rf

ac
e 

re
fl

ec
ti

v
it

y
 (

d
B

)

Grazing angle (deg)

 

 

wind speed 1 m/s

5 m/s

10 m/s

20 m/s

Figure 3.1: The sensitivity of GIT reflectivity per unit area �
0,GIT

to grazing angle and
wind speed at 3 GHz for horizontal (solid) and vertical (dashed) polarization.

where x is the horizontal Cartesian range, z is the altitude, and k is the wavenumber.  

is the tangential electric field E
y

for horizontal polarization, and the tangential magnetic

field H
y

for vertical polarization.

The maximum inter-element spacing of the synthetic array �z is derived from

the aliasing criterion in the parabolic equation model [22]:

�z 6 �

2 sin(↵
max

)

. (3.6)

where ↵
max

is the cone angle of the valid parabolic equation approximation to the full

field (see Section 3.5). Assuming plane wave propagation, the required number of ar-

ray elements N
a

to achieve the desired null-to-null beamwidth ✓
BW

according to the

Rayleigh resolution limit is expressed as [139]:

N
a

=

�

�z ✓
BW

/2
. (3.7)

To find the angular spectral distribution of the incoming electromagnetic wavefronts, the

elements of each synthetic array should be properly phase shifted and added coherently.
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One important assumption in the angular spectral distribution methods for finding the

grazing angle is that the PE approximation should be valid for the full field.

Curved wave spectral estimation (CWS) is discussed next, followed by a sum-

mary of plane wave spectral estimation (PWS) as a special case of CWS. Curved wave

spectral estimation handles curvature in wavefronts due to an inhomogenous medium.

It is demonstrated that unlike PWS, CWS produces comparable results with ray theory

irrespective of the refractivity gradient.

3.3.1 Wentzel-Kramers-Brillouin-Jeffreys approximation to wave prop-

agation

The flat earth approximation is a modification to the atmospheric refractive in-

dex n
r

which is equivalent to transforming the spherical propagation problem into a

horizontal propagation one:

nmod = n
r

+

z

r
e

, (3.8)

where nmod is the modified refractive index and r
e

is the radius of the Earth. Pekeris

has shown that this transform often can be used for distances of up to half the Earth

radius without incurring an error of more than 2% at any frequency [1]. The modified

refractivity, M , is the part per million deviation from the refractivity index of a vacuum,

defined as:

M = (nmod � 1)⇥ 10

6 . (3.9)

The Wentzel-Kramers-Brillouin-Jeffreys (WKBJ) approximation provides a lo-

cally plane wave solution in a lossless inhomogeneous medium assuming that the field

solution u(x, z) is separable: u(x, z) = t(x)f(z). This approximation requires vertical

variations of the vertical wavenumber k
v

(z) to be [140]:
����
dk

v

dz

���� ⌧
k2

v

2⇡
. (3.10)

The latter condition can be simplified in locally plane wave propagation to the condi-

tion that the medium should change slowly with respect to the wavelength. Similar

conditions should hold as the wavenumber changes across the x direction. Vertical and

horizontal refractivity index variations in almost all atmospheric conditions, including
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ducting situations, satisfy the aforementioned conditions. Hence, CWS is applicable to

all practical cases in lower atmospheric propagation.

The vertical field h(z) for one pair of incident and reflected wavefronts in the

WKBJ solution is expressed as [140]:

h(z, ✓) =
A

ip
k
v

(z, ✓)
e
+j

R z
z1

kv(z,✓)dz
+

A
rp

k
v

(z, ✓)
e
�j

R z
z1

kv(z,✓)dz (3.11)

where A
i

and A
r

are constants of the incident and forward reflected fields, and z
1

denotes

the sea surface. A
i

and A
r

are related by A
r

= �A
i

, where � is the forward reflection

coefficient. The total vertical field f(z) is a summation over multiple pairs of incident

and reflected wavefronts at each range.

To find the surface reflection coefficient � in (4.6), we apply the Kirchoff approx-

imation and model the effect of a rough sea surface. Based on the Miller-Brown-Vegh

(MBV) model [105], an effective surface reflection coefficient can be expressed as a

reduction ⇢ to the smooth surface Fresnel reflection coefficient �
0

:

�
w

(✓) =

2⇡

�
h
w

sin ✓ , (3.12)

⇢(✓) = e�2�

2
w(✓)I

0

⇥
2�2

w

(✓)
⇤
, (3.13)

�(✓) = ⇢(✓)�
0

. (3.14)

Assuming an infinite sea surface impedance for both vertical and horizontal polariza-

tions is a good approximation at microwave frequencies and small grazing angles [22].

Thus, �
0

= �1 for the field u. Above, I
0

is the modified Bessel function of the first

kind, and h
w

is the rms wave height from the Phillips ocean wave spectrum [106]:

h
w

= 0.0051v2
w

, (3.15)

where v
w

is the wind speed in m/s. Computing � by (3.12–3.14) has been reported to

agree well with measurements when �
w

< 1.8 [105,141].

An incident wavefront with wavenumber k(z) = !

c(z)

=

!nmod(z)
c0

arrives at height

z with horizontal angle ✓
z

, angular frequency !, and wave speed c(z); c
0

is the electro-

magnetic wave speed in a vacuum. The horizontal wavenumber k
h

is constant due to

Snell’s law:

k
h

(z, ✓) = k(z) cos ✓
z

= k(z
1

) cos ✓ , (3.16)



45

where ✓ is the grazing angle at the surface. Hence, the vertical wavenumber is:

k
v

(z, ✓) =

q
k2

(z)� k2

h

(z, ✓)

=

!

c
0

q
n2

mod(z)� n2

mod(z1) cos
2 ✓ . (3.17)

Vertical phase changes of the field are obtained by integration over the vertical wavenum-

ber.

3.3.2 Curved wave spectral estimation

Consider the geometry in Fig. 3.2. Panel (a) shows the power diagram |u|2 for

an arbitrary antenna setting and a surface-based duct. Panels (b) and (c) show linear

synthetic arrays along the z-axis with equal inter-element spacing �z similar to the

height grid size in the parabolic equation model.

Curved wave spectral estimation (CWS) is a method of non-planar angular spec-

tral estimation that matches to the curvature of waves imposed by a variable refractivity

index. This method is based on the WKBJ approximation to the electromagnetic wave

propagation solution. An attempt to compensate for such curvature is derived in [142],

where the reference point for phase shifts is chosen at the array element with minimum

wave speed. Since the grazing angle at the sea surface is of interest, the reference point

here is at the sea surface z
1

. The geometry of CWS is similar to that of PWS with phase

differences between array elements that are calculated by integration over the vertical

wavenumber.

There are two assumptions in CWS: (1) the curvature of wavefronts is only due to

vertical variation in refractivity, and (2) the refractivity index of the environment varies

slowly with range. Two curved wave angular estimation equations are derived. The first

only matches to incident wavefronts (denoted by BCWS,1), and the second matches both

to incident and reflected wavefronts and yields a higher angular resolution (denoted by

BCWS,2).

Assume that {u
l

}Nr
l=1

are N
r

samples of the field obtained from a parabolic equa-

tion approximation to the electromagnetic wave propagation. N
r

is the index of the last

array element with k
v

real, and it is upper bounded by N
a

in (3.7). The phase difference

between the reference and lth elements located at z
1

and z
l

is obtained by integration of



46

(a) (d) 

(e) (c) (b) 

1

2

! 

N
a

1

2
! 

N
r

! 

N
a

Figure 3.2: (a) Power |u|2 (dB) from PE in an arbitrary surface-based duct. (b,c) Geom-
etry of the line array used for the estimation of grazing angles at each range for plane
and curved wave spectral estimation. (d) The spatial transfer function of a 200 element
Hamming window with inter-element spacing of 5.7�. (e) Normalized angular power
spectrum |BCWS,1(✓)|2 for an arbitrary range (65 km) of Panel (a).

k
v

along the vertical line joining the aforementioned points:

�
l

(✓) =

Z
zl

z1

k
v

(z, ✓)dz . (3.18)

The CWS output in direction ✓ is obtained by matching to the phase changes of

the incident wavefront, seen in (4.6), assuming a grazing angle ✓ at the sea surface:

BCWS,1(✓) =

NrX

l=1

w
l

u
l

e�j�l(✓) , (3.19)

where l = 1 corresponds to the array element index at the sea surface, u
l

is the complex

field at the lth element of the array obtained from the PE solution to the wave equation,

and w
l

is the corresponding window or shading coefficients. A Hamming window is
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used in this study as {w
l

}Nr
l=1

to weight array elements. The spatial transfer function

of a Hamming window with 200 elements is shown in Fig. 3.2(d). Panel (e) shows the

angular power spectrum as a function of grazing angle for an arbitrary range (65 km) of

the example in Panel (a).

Using the field in the form of (4.6) for one pair of incident and reflected wave-

fronts, curved wave spectral estimation can be revised to match their sum for grazing

angle ✓:

BCWS,2(✓) =

NrX

l=1

w
l

u
l

�
e�j�l(✓)

+ �(✓)ej�l(✓)
�

(3.20)

The synthetic array used in (3.20) is equivalent to using an array of twice the

aperture where the lower half of the array virtually covers the reflected wavefront. Here

we use half the Hamming window with maximum coefficient of 1 at the sea surface

(l = 1) for {w
l

}Nr
l=1

in (3.20). This window is equivalent to a full Hamming window

on the equivalent synthetic array of twice the aperture. Strictly speaking, using this

window is appropriate only when � = �1. However, it yields satisfactory results for

our examples. If �(✓) is uncertain or significantly different than �1 (high wind speeds

and high frequencies), (3.19) is better to use to estimate the incident wavefront grazing

angle.

3.3.3 Plane wave spectral estimation

Classical angular spectral estimation assumes plane wave propagation with a

constant wave speed along the array. Plane and curved wave propagation are compared

in Fig. 3.2(b) and (c). Plane wave spectral estimation is a special case of curved wave

spectral estimation. Assuming a constant vertical wavenumber, (3.18) yields a constant

phase advance of 2⇡

�

�z sin ✓ between adjacent array elements with grazing angle ✓.

Thus, (3.19) becomes:

BPWS,1(✓) =

Na�1X

l=0

w
l

u
l

e�j

2⇡l
� �z sin ✓ , (3.21)

where an aperture of N
a

elements is considered. Matching to both incident and reflected

wavefronts with grazing angle ✓ and a constant vertical wavenumber yields an expres-
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sion similar to (3.20):

BPWS,2(✓) =

Na�1X

l=0

w
l

u
l

(e�j

2⇡l
� �z sin ✓

+ �(✓)ej
2⇡l
� �z sin ✓

) , (3.22)

where u
l

and w
l

are identical to those in CWS.

It has been shown that the assumption of plane wave propagation does not yield

correct grazing angles comparable to ray tracing for an evaporation duct [21]. This is

because the severe gradient and curvature of refractivity within the immediate vicinity

of the sea-surface violates the assumption of plane wave propagation. CWS is intended

to correct for this propagation curvature.

Fig. 3.3 shows the angular spectrum obtained using plane and curved wavefront

assumptions. An evaporation duct is considered with duct height of 24 m, antenna height

of 25 m, frequency of 10 GHz, and wind speed of 5 m/s. As expected, better angular

resolution is obtained when both incident and reflected wavefronts are considered as

opposed to considering only the incident wavefront.

Fig. 3.4 compares the performance of ray tracing, MUSIC, PWS (3.22) and CWS

(3.20) to obtain grazing angles in an evaporation duct and antenna setting identical to

those of Fig. 3.3. Panels (a) and (b) compare angular spectral estimation for wind speed

of 5 m/s at 3 and 10 GHz, respectively. The aperture is fixed at 20 m for PWS and CWS

for both frequencies. The MUSIC results are obtained from Temper [23]. Note that

Temper uses ray tracing in the first 3 km even in its sole MUSIC mode for grazing angle

calculation. Although both MUSIC and PWS are based on the plane wave propagation

assumption, the MUSIC implementation in Temper is based on dividing the synthetic

array into overlapping sub-arrays. Hence, a different set of grazing angles is obtained

when the refractivity index varies considerably along the array.

Previous studies on evaporation ducts showed that grazing angles obtained by

ray tracing and M-layer [143] converge to the same value in the microwave region [12].

M-layer is a computer code that finds propagating modes of radio waves in a stratified

atmosphere above the sea surface. Fig. 3.4 shows the general agreement of grazing

angles obtained from ray tracing and CWS. The disagreement of CWS and ray tracing

at short ranges is due to the poor approximation of PE to the total field and spherical

wavefronts coming from the source. CWS assumes the curvature of the wavefronts to
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Figure 3.3: Angular power spectrum for a 24 m evaporation duct, antenna height of 25 m
at 10 GHz, using: (a) plane wave spectral estimation |BPWS,1|2 (3.21), (b) curved wave
spectral estimation |BCWS,1|2 (3.19), (c) |BPWS,2|2 (3.22), (d) |BCWS,2|2 (3.20). Dashed lines
are grazing angles obtained from the ray theory. Higher angular resolution is obtained
when both incident and reflected wavefronts are considered. In each case, the angular
power spectrum is normalized by the maximum power over the whole range.
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Figure 3.4: Grazing angle computed by ray tracing, MUSIC, PWS and CWS for an
evaporation duct with duct height of 24 m and antenna height of 25 m at (a) 3 GHz, (b)
10 GHz. The synthetic aperture is 20 m for all cases.

be only due to a variable refractivity structure. This assumption breaks down near the

antenna where spherical propagation dominates due to near field effects.

The disagreement between ray tracing (geometrical optics) and the plane wave

propagation assumption was reported in [21]. Note that better angular estimation for

PWS and MUSIC can be obtained by using a shorter array with less refractivity index

variations. We use (3.20) and (3.22) in our simulations due to their higher angular

resolution relative to (3.19) and (3.21) respectively. However, (3.19) and (3.21) also

give similar results.

3.4 Multiple Grazing Angle Clutter

Ducted environments are leaky waveguides with the ocean behaving as a re-

flecting surface and the duct top behaving as a partially reflecting boundary. These

waveguides carry more than one mode while different groups of modes interact with the

surface with different equivalent grazing angles. It is shown in Fig. 3.1 that surface re-

flectivity changes up to 45 dB as grazing angle changes from 0.1 to 1

� for wind speeds of



51

less than 10 m/s. Therefore, a realistic model for sea surface clutter depends on the sum-

mation of surface reflections over all incident angles weighted by their corresponding

powers.

Assume �(✓) = |BCWS(✓)|2 to be the angular power spectrum obtained from

(3.19) or (3.20). Considering the single grazing angle clutter model (4.3) and weighting

the clutter power along each angle ✓ by the normalized power �(✓)R
✓ �(✓)

yields the multiple

angle clutter model:

P
c

(r) =
↵
c

(r)F 4

(r)R
✓

�(✓)d✓

Z

✓

�
0,GIT

(✓) sec(✓)�(✓)

F 4

std

(✓)
d✓ , (3.23)

where F
std

(✓) is the propagation factor of the standard atmosphere at r0(✓) from (3.3),

and ↵
c

(r) = PtG
2
�

2
✓Bc⌧

2(4⇡r)

3
L

includes all the terms independent of ✓. It has been suggested

to use propagation factors at the height of 1 m to avoid cancellation of the total field at

the conductor surface [87]. However, that choice of the propagation factor may lead to

an error in the calculation of the clutter power. This error is negligible in most practical

situations [109].

The procedure to compute the clutter power for a given refractivity profile is

summarized below. Sea surface reflectivity equations are provided in Appendix 3.6.

1. Run a parabolic equation model to obtain the field u(x, z) for the desired range

extent and given environment. The inter-element spacing is obtained from (3.6),

and the number of array elements is obtained from (3.7).

2. For each range, construct a vertical synthetic array from the PE FFT bins.

3. Using (3.12–3.14) find the surface reflection coefficient �(✓) for all angles. Then,

use (3.18) and (3.20) to obtain the angular distribution.

4. Use (3.2), (3.27) or (3.28) depending on the polarization to obtain sea surface

reflectivity values for different grazing angles.

5. Calculate the total clutter power by (5.2) which uses the angular power spectrum

and sea surface reflectivities from Steps 2 and 3.
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3.5 Examples

Electromagnetic wave propagation examples in different ducting environments

are considered here. The simulated radar in the examples operates at 3 and 10 GHz,

vertically polarized with elevation angle of 0� and half-power beamwidth of 0.4�. The

radar antenna is located 25 m above the sea surface and wind speed is 5 m/s.

The clutter powers due to both single and multiple grazing angle models are

normalized to the power at the range of 10 km (except the example of the evaporation

duct which is normalized at 5 km), so that clutter power changes of different models can

be compared conveniently. For the multiple grazing angle model in (5.2), we use (3.20)

for CWS and (3.22) for PWS due to their higher angular resolutions relative to (3.19)

and (3.21), respectively. However, the latter also gives similar results.

The parabolic equation yields valid solutions for wave propagation inside a cone

with vertex angle ↵
max

[22], here ↵
max

= 5

�. This angle is a trade-off between PE

stability and accuracy. The complex field (PE solution), ray tracing results and max-

imum ray tracing clutter calculations are obtained from APM [20]. APM is a hybrid

model that consists of four sub-models: flat earth, ray optics, extended optics, and the

split-step PE model. The PE model within APM is the primary model from which all

other sub-models are driven [20]. All examples described in this section are based on

executing only the PE algorithm within APM. The forward scattered field of APM is

obtained by using maximum angle of ray traces for surface impedance calculations at

each range, i.e. the spectral method described here has not been used.

APM also computes clutter based on the modified GIT reflectivity model de-

scribed in Section 3.2.1. For over-water propagation paths, such as the examples pre-

sented in this section, APM determines the grazing angle based on ray tracing. It per-

forms a combination of interpolation and elimination to determine the maximum graz-

ing angle over a given range for those cases where ducting is present and grazing angles

determined by ray tracing will result in “multi-valued” grazing angles for a particular

range interval. The maximum grazing angles determined from ray tracing, and used

within APM for clutter computations are shown for an example in Fig. 3.8(c).

The theoretical bound (3.6) yields �z 6 0.172m for 10 GHz and �z 6 0.573

for 3 GHz. The upper bounds are used here in each case. The CWS output is restricted to
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grazing angles of 0 to 1.5�. A 20 m aperture is used at 10 GHz which gives a null-to-null

beamwidth of 0.17� for a rectangular window. The same resolution condition requires

a 67 m synthetic aperture at 3 GHz, which usually is not possible since the aperture is

limited by the duct height in this work.

3.5.1 Evaporation Ducts

Evaporation ducts are the most common types of non-standard atmospheric phe-

nomena in maritime environments. The Paulus-Jeske model provides a relationship be-

tween modified refractivity M , altitude z and duct height h
d

[68]. Assuming equal tem-

perature of the sea surface and air layer boundary simplifies the Paulus-Jeske model [12]:

M(z) = M
0

+ c
0

(z � h
d

ln

z + h
0

h
0

) , (3.24)

where M
0

is the base refractivity usually taken as 300 M-units, c
0

= 0.13M-unit/m is

the linear slope of the refractivity and h
0

is the roughness factor taken as 1.5⇥ 10

�4 m.

Fig. 3.5 compares the output power of CWS, �(✓), and grazing angles computed

by ray tracing for different ranges in an evaporation duct with duct height of 24 m and

operational frequency of 10 GHz. The radar is located at 25 m from the sea surface.

Calculated clutter power obtained from different methods also is shown.

Panel (a) shows the refractivity profile similar to [21] where MUSIC [24] was

reported to fail capturing the correct grazing angles. Panel (b) shows the propagation

factor, in dB, of the environment with radar conditions as described before. Panel (c)

shows the angular power spectrum of CWS overlaid with grazing angles obtained from

ray tracing. It shows that the peaks of CWS coincide with the ray tracing results.

CWS is performed on the PE complex field with an array of size 20 m and

inter-element spacing of �z = 0.17m. Agreement of CWS and ray tracing is clear

in Fig. 3.5(c). Panel (d) shows the clutter power obtained from a single grazing an-

gle using maximum ray tracing and the multiple grazing angle model using CWS and

PWS. Single angle ray tracing and multiple angle CWS result in similar clutter patterns

due to the single grazing angle nature of evaporation ducts. The multiple grazing angle

model that utilizes PWS has a different rate of fall-off. This will result in erroneous duct

height estimation in inversion problems since the rate of fall-off of the clutter power is
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Figure 3.5: (a) M-profile of an evaporation duct with h
d

= 24m. (b) Propagation factor
F in dB for 10 GHz. (c) Output power of CWS normalized by the maximum power over
the whole range, compared to the grazing angle computed by ray tracing (solid). (d)
Clutter power calculated by maximum ray tracing and the multiple grazing angle model
(CWS, PWS).

a function of duct height in evaporation ducts [17].

The reliability of CWS is tied to the reliability of the field calculated by PE.

Fig. 3.5 shows that angular spectral estimation yields comparable results to ray tracing

where PE is a valid approximation to the full field and curved wavefronts are not due to

near field spherical propagation.

3.5.2 Surface-Based Ducts

Surface ducts occur when humidity and temperature inversions are both present

which typically is due to the advection of warm and dry coastal air to the sea. These

ducts are less common than evaporation ducts but their effect is more prominent on radar
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returns [1]. The M-profile of a range-independent surface based duct can be approxi-

mated by a bilinear or tri-linear function (depending on the structure of the refractivity

profile):

M(z) = M
0

+

8
>>>>><

>>>>>:

c
1

z z 6 h
1

c
1

h
1

+ c
2

(z � h
1

) h
1

6 z 6 h
2

c
1

h
1

+ c
2

h
2

h
2

6 z

+0.118(z � h
1

� h
2

) .

(3.25)

Refractivity changes along the array in the examples shown in Figs. 3.6–3.8 are

small such that curvature of wavefronts along the array is negligible. Hence, MUSIC and

CWS will obtain similar angles. Fig. 3.6 shows an example of a surface based duct taken

from [21] with radar frequency of 10 GHz and antenna height 25 m to show the agree-

ment of CWS with previous studies. As used in [21], MUSIC with forward/backward

smoothing [137] assumes a constant refractivity index by averaging over overlapping

sub-arrays. The panels are similar to those of Fig. 3.5.

Ray tracing does not always result in smooth variations of calculated grazing

angles. Fig. 3.7(a) is an example where ray tracing results in discontinuities while CWS

results in smooth grazing angle estimation without any further processing and extra as-

sumptions. This continuity results in a continuos clutter power, as seen in Fig. 3.7(b).

The refractivity profile and radar conditions are all similar to Fig. 3.6 except that the

operational frequency is at 3 GHz and antenna height is 45 m. Interpolation methods

such as greatest angle path (GAP) have been developed that yield relatively continu-

ous grazing angles biased toward larger ray trace angles [25]. However, these methods

were developed to keep the single grazing angle smooth and are not necessarily correct

physically.

An example of multiple arrivals with comparable power is provided in Fig. 3.8

where a surface-based duct is used with the refractivity profile shown in Panel (a). All

radar simulation parameters are similar to the other examples. Using only one of the ray

traces as the grazing angle is not representative of the incident wave. However, angular

spectral estimation captures all incident angles and their corresponding relative powers.

Panel (c) shows that multiple grazing angles are present where none is dominant. Using

the maximum grazing angle may result in an unrealistic dynamic range of the clutter
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Figure 3.6: (a) M-profile of a surface-based duct. (b) Propagation factor F in dB for
10 GHz. (c) CWS output power normalized by the maximum power over the whole
range, overlaid with grazing angles obtained from ray tracing (solid). (d) Clutter power
from maximum ray tracing and the multiple grazing angle model.
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Figure 3.7: Discontinuity in clutter power when grazing angle is obtained from ray
tracing. Similar refractivity profile and conditions as in Fig. 3.6 except that antenna
height and frequency are 45 m and 3 GHz. (a) CWS output power normalized by the
maximum power over the whole range, overlaid with grazing angle obtained from ray
tracing (solid). (b) Multiple angle clutter power based on CWS and single angle clutter
based on ray tracing.

power, as observed in Panel (d).

3.5.3 SPANDAR 1998 Measured Refractivity

A refractivity profile measured during the Space Range Radar (SPANDAR) ex-

periment, Wallops Island, Virginia, April 2, 1998 [12,13] is considered here. This profile

was measured using an instrumented helicopter provided by the Johns Hopkins Univer-

sity Applied Physics Laboratory. The particular refractivity profile used here is from

Run 07, at a range of 59 km from the SPANDAR.

Fig. 3.9 is an example using real refractivity profile measurements that shows

agreement of angular spectral estimation using CWS and grazing angles obtained from

ray theory.

3.6 Conclusion

A multiple grazing angle clutter model based on curved wave spectral estimation

(CWS) has been introduced. CWS is a generalization of plane wave spectral estimation
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Figure 3.8: (a) M-profile of a surface-based duct. (b) Propagation factor F in dB for
10 GHz. (c) CWS output power normalized by the maximum power over the whole
range, overlaid with grazing angles obtained from ray tracing (solid) and maximum
of ray traces (dashed). (d) Clutter power from maximum ray tracing and the multiple
grazing angle model based on CWS.
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Figure 3.9: (a) M-profile measured during the SPANDAR 1998 experiment. (b) Prop-
agation factor F in dB for 3 GHz. (c) CWS output power normalized by the maximum
power over the whole range, overlaid with grazing angles obtained from ray tracing
(dark line). (d) Clutter power from maximum ray tracing and the multiple grazing angle
model.
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(PWS) where curvature of wavefronts due to changes in the refractivity index is consid-

ered. Examples demonstrated that the power versus grazing angle obtained by CWS is

more accurate than PWS and it does not have the problem of discontinuity in grazing

angles introduced by ray tracing.

The multiple grazing angle clutter model integrates over all grazing angles weighted

by the angular power spectrum. Grazing angles can be determined by CWS from a

synthetic vertical array generated by samples of the field. These samples are obtained

from a parabolic equation propagation model. The performance of this clutter model

was compared to that of single grazing angle clutter calculations for evaporation and

surface-based ducts. This method yields a more realistic model for the received clutter

that then can be used in estimation of the refractivity profile of the ambient environment

based on the observed backscattered radar signal. Although the multiple grazing angle

clutter model has been derived for sea clutter, it also can be adapted for land clutter.

appendix: GIT model

Sea surface reflectivity computation in this work is based on the Georgia Institute

of Technology (GIT) model [112]. Reilly and Dockery modified the GIT model to incor-

porate the atmospheric condition influence on the sea surface reflectivity [42,87,138].

The basic GIT model calculates the sea surface reflectivity per unit area of ver-

tical and horizontal polarizations by considering an average wave height in a given sea

condition and taking into account the radar look direction [112]:

h
av

= 0.00425v2.5
w

, (3.26)

where h
av

is the average wave height in meters, and v
w

is the wind speed in m/s. Defin-

ing:

a = (14.4�+ 5.5)✓
h
av

�

q = 1.1(�+ 0.015)0.4 ,
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in which � is the wavelength in meters, and ✓ is the grazing angle in radians. Then:

G
a

=

a4

a4 + 1

G
M

= exp{0.2(1� 2.8✓)(�+ 0.015)�0.4

cos }

G
w

= (

1.94v
w

1 + v
w

/15.4
)

q ,

where  is the angle between the antenna look direction and the wind direction. The

GIT sea surface reflectivity model is:

�
0h,GIT

= 10 log(3.9⇥ 10

�6�✓0.4G
a

G
M

G
w

) (3.27)

�
0v,GIT

=

8
>>>>>>>>>><

>>>>>>>>>>:

�
0h,GIT

� 1.73 ln(h
av

+ 0.015)

+3.76 ln(�) + 2.46 ln(✓ + 0.0001)

+22.2 1 to 3 GHz

�
0h,GIT

� 1.05 ln(h
av

+ 0.015)

+1.09 ln(�) + 1.27 ln(✓ + 0.0001)

+9.70 3 to 10 GHz,

(3.28)

where �
0h,GIT

and �
0v,GIT

are the sea surface reflectivities per unit area for H and V

polarizations obtained from the GIT model, in dB. The effect of the angle between the

radar look direction and wind direction is an additive bias term as cos in the sea surface

reflectivity.

Acknowledgments

Contents of Chapter 3 were published as: A. Karimian, C. Yardim, P. Gerstoft,

W. .S. Hodgkiss, Amalia Barrios, “Multiple grazing angle sea clutter modeling”, IEEE

Trans. Antennas Propagat., vol. 60, no. 90, pp. 4408-4417, September 2012.



Chapter 4

Estimation of radio refractivity using a

multiple angle clutter model

4.1 Introduction

Lower atmospheric ducts over the ocean are common in many maritime regions

of the world. These non-standard conditions create effects such as significant variations

in the maximum operational radar range, creation of radar fades where the radar perfor-

mance is reduced, and increased sea clutter [1]. Atmospheric ducts are more common in

hot and humid regions of the world. The Persian Gulf, the Mediterranean and California

coasts are examples of such regions with common formation of a ducting layer above

the sea surface [17].

Surface-based ducts appear almost 25% of the time off the coast of South Cal-

ifornia and 50% in the Persian Gulf [41]. Efforts in remote sensing and numerical

weather prediction have been directed toward a better estimation of the refractivity pro-

file in the lower atmosphere (less than 500 m above the sea surface) [6,136]. The at-

mospheric refractivity profile is often measured by direct sensing of the environment.

Rocketsondes and radiosondes typically are used for in situ sampling of the surface

layer [44]. Lidar [55] and GPS signals [10] also have been used to measure the vertical

refractivity profile.

A more recent approach, refractivity from clutter (RFC), uses the radar return
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signals to estimate the ambient environment refractivity profile [12–14,18,56,88]. This

approach makes tracking of spatial and temporal changes in the environment possible

[15].

Most previous RFC studies have considered a grazing angle-independent clut-

ter model. This model is a consequence of neglecting the effect of a variable grazing

angle on the clutter power at low angles [13,90], or the convergence of angles at far

ranges. Convergence of the grazing angle at far ranges is valid for a range-independent

evaporation duct [12,17].

Grazing angle is range-dependent in ducted environments. In addition, multiple

angles of arrival at each range typically are present in strong surface-based ducts (e.g. see

Fig. 4.1c) [18,26]. Thus, neglecting changes of the grazing angle along the propagation

path, or assuming single path propagation does not yield a realistic clutter model in

ducted environments. [78] and [14] have considered horizontal variability of the sea

surface reflectivity, albeit considering it as a random process.

The present study uses two approaches to include the grazing angle information:

a range-dependent single angle clutter model that is based on the maximum grazing

angle at each range, and a range-dependent multiple angle clutter model that is based on

all angles of arrival. The worst case clutter in maritime environments can be calculated

by considering the maximum grazing angle at each location [20,25]. However, this

model is not appropriate for RFC applications where a more realistic model for the

expected clutter is required. The multiple angle clutter model incorporates all incident

wavefronts and weights them proportional to their relative powers [26].

4.2 Sea clutter at low grazing angles

Radars operating in maritime environments encounter a back-scattered field from

the sea surface which depends on the refractivity profile of the environment known as

the M-profile. This dependence makes inference on the refractivity profile from the

observed clutter possible [13]. The expected clutter at range r is expressed as [87]:

P
c

(r) =
P
t

G2�2✓
B

c⌧�
0

sec(✓)F 4

(r)

2(4⇡r)3L
, (4.1)
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where P
t

is the transmitter power, G is the antenna gain, � is the wavelength, ✓
B

is the

antenna pattern azimuthal beamwidth, c is the propagation speed, ⌧ is the pulse width,

�
0

is the sea surface reflectivity per unit area, ✓ is the grazing angle at range r, F is the

propagation factor, and L is the total assumed system losses.

The pattern propagation factor F is defined as the ratio of the magnitude of the

electric field at a given point under specified conditions to the magnitude of the electric

field under free-space conditions with the beam of the transmitter directed toward the

point in question [61]: F (r) = |E(r)|
|Efs(r)|

.

A review of the three models of clutter power that are used in this study is pro-

vided below.

4.2.1 Grazing angle independent clutter model

The dependence of the sea surface reflectivity on the grazing angle has not been

included in most previous RFC studies [13,56]. This assumption results in a range-

independent sea surface reflectivity term in the clutter power equation. The sec(✓) term

also is a weak function of ✓ at low grazing angles. Thus, normalizing the clutter power

with reference to the power at range r
o

yields the approximation:

P
c

(r)

P
c

(r
o

)

' (

r
o

r
)

3

F 4

(r)

F 4

(r
o

)

. (4.2)

The propagation factor F can be obtained from a parabolic equation (PE) code

[80]. The assumption of an angle-independent sea surface reflectivity is valid where

grazing angle does not significantly vary with range.

4.2.2 Range-dependent single grazing angle clutter

The clutter power typically is estimated based on a single grazing angle of an

incident wavefront at each range. The grazing angle can be estimated from ray theory

[20] or from angular spectral estimation techniques, such as MUSIC, that calculate the

angle of arrival [23]. Both of these methods might yield several grazing angles at each

range. Usage of the maximum grazing angle at each location leads to the worst case

clutter power. This is a conservative estimate of the expected clutter power that is used
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in radar performance analysis. However, ray tracing has its own limitations. There

are surface locations that rays do not reach, requiring interpolation or extrapolation of

grazing angles at those ranges.

The sea surface reflectivity �
0

is dependent on the grazing angle ✓. In practice

it is common to use the semi-empirical sea surface reflectivity model from the Georgia

Institute of Technology (GIT) [112]. GIT is based on fitting the experimental measured

average surface reflectivity to a function of polarization, radar frequency, grazing angle,

wind speed and radar look direction [87]. It is assumed that the GIT model is based

on measurements obtained under standard atmospheric conditions. This model also de-

pends on a single grazing angle. [138] modified the GIT model to take into account the

effects of non-standard ducting conditions on sea clutter. They divided the GIT surface

reflectivity by the standard atmosphere propagation factor to remove the standard at-

mospheric effect on the measurements. Derivation of surface reflectivity models at low

grazing angles continue to be an active field of research [115]. Using the modified GIT

sea surface reflectivity model, the clutter power equation is obtained as:

P
c

(r) =
P
t

G2�2✓
B

c⌧�
0,GIT

(r) sec(✓)F 4

(r)

2(4⇡r)3LF 4

std

(r0)
, (4.3)

where F 4

std

(r0) is the two-way propagation factor of a standard atmosphere (dM
dh

=

0.118M-units/m) at range r0 with the same wind speed and an isotropic antenna. r0

is the range corresponding to the grazing angle ✓ in the standard atmosphere with an

identical radar height and an isotropic antenna.

4.2.3 Range-dependent multiple grazing angle clutter

Angular spectral estimation techniques find the incident power distribution ver-

sus grazing angle at each range. The elements of the vertical synthetic array (Fig. 4.1a)

are formed from the complex field u at each range obtained from the FFT bins of

the electromagnetic parabolic equation (PE) propagation model. For Cartesian coor-

dinates [22]:

u(x, z) = e�jkx (x, z) , (4.4)

where x is the horizontal Cartesian range, z is the altitude, and k is the wavenumber.  

is the tangential electric field E
y

for horizontal polarization, and the tangential magnetic
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field H
y

for vertical polarization.

A multiple angle clutter model based on curved wave spectral estimation (CWS)

[26] is considered in this work. CWS is a non-plane wave spectral estimation technique

based on the Wentzel-Kramers-Brillouin-Jeffreys (WKBJ) approximation to the electro-

magnetic wave propagation solution. The WKBJ approximation provides a solution in

a lossless inhomogeneous medium assuming that the field solution u(x, z) is separable:

u(x, z) = t(x)f(z). This approximation requires the vertical wavenumber k
v

(z) to be

slowly varying along the coordinate system [140]. The latter condition can be simplified

in plane wave propagation to the condition that the medium changes slowly with respect

to the wavelength. The vertical field f(z) is a summation of multiple pairs of incident

and reflected wavefronts. The field due to each pair of wavefronts with angle ✓ at the

surface in the WKBJ approximation is expressed as [140]:

h(z, ✓) =

A
ip

k
v

(z, ✓)
e
+j

R z
z1

kv(z,✓)dz (4.5)

+

A
rp

k
v

(z, ✓)
e
�j

R z
z1

kv(z,✓)dz ,

where A
i

and A
r

are constants of the incident and forward reflected waves, and z
1

de-

notes the sea surface. A
i

and A
r

are related by A
r

= �A
i

with � the reflection coeffi-

cient. Assuming � = �1, (4.5) is simplified:

h(z, ✓) =
A

ip
k
v

(z, ✓)

⇣
e
+j

R z
z1

kv(z,✓)dz � e
�j

R z
z1

kv(z,✓)dz
⌘

. (4.6)

The geometry of CWS is shown in Fig. 4.1b. Spatial samples of the PE field

are used along a vertical line array. CWS matches to the phase variations of different

array elements based on the WKBJ solution. An inherent assumption in CWS is that the

curvature of wavefronts is only due to an inhomogeneous medium.

Let the medium have a stratified structure with the modified atmospheric refrac-

tive index n
mod

(z) at each range r and height z. The modified refractive index is ob-

tained by n
mod

(z) = n
r

(z) + z

re
from the atmospheric refractive index n

r

(z) and earth

radius r
e

, which is a flat earth approximation to the spherical propagation problem.

The vertical wavenumber k
v

is a function of the wavenumber k, the horizontal

wavenumber k
h

, and gazing angle ✓. Let ! denote the angular frequency, and c
0

the
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Figure 4.1: (a) Power |u|2 (dB) from the parabolic equation (PE) propagation model
in an arbitrary surface-based duct similar to the profile of Fig. 4.2c. (b) Geometry of
the line array used for the estimation of grazing angles at each range for curved wave
spectral estimation. (c) Angular spectral power (contour plot), grazing angle from ray
tracing (solid), the maximum angle from ray tracing (dashed).
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wave speed in a vacuum. Applying Snell’s law for k
h

yields:

k
v

(z, ✓) =

q
k2

(z)� k2

h

(z, ✓)

=

!

c
0

q
n2

mod(z)� n2

mod(z1) cos
2 ✓ . (4.7)

With k
v

real, the phase difference between z
1

and z
l

is obtained by integration of k
v

along the vertical line joining the aforementioned points:

�
l

(✓) =

Z
zl

z1

k
v

(z, ✓)dz . (4.8)

The CWS output in direction ✓ is obtained by matching to the phase variations

of array elements for a pair of incident and reflected wavefronts with angle ✓, expressed

in (4.6):

BCWS(✓) =

NrX

l=1

w
l

u
l

�
e�j�l � ej�l

�

= �2j
NrX

l=1

w
l

u
l

sin

✓Z
zl

z1

k
v

(z, ✓)dz

◆
, (4.9)

where u
l

is the PE field at the lth element of the array and w
l

are the weighting coeffi-

cients of the array, here half a Hamming window. This is equivalent to using a Hamming

window on a double size array that covers the incident and reflected wavefronts sepa-

rately [26]. N
r

is the index of the highest array element with k
v

> 0.

Fig. 4.1c shows an example that exhibits variable grazing angles. Panels (a) and

(c) are based on computations from an environment with a refractivity structure similar

to Fig. 4.2c. Fig. 4.1c shows that in a range-independent surface-based duct, constant or

single grazing angle assumptions are not necessarily valid. Also, most practical situa-

tions include a range varying refractivity profile [13] where a range-independent grazing

angle assumption is no longer valid. Inversion of a range-dependent evaporation duct is

studied in Section 4.3.2.

The angular spectral power �(✓) = |BCWS(✓)|2 is obtained from (4.9). �(✓) can

be used to decompose the total power into the power arriving from different directions.

The multiple angle clutter model is obtained as:

P
c

(r) =
↵
r

F 4

(r)R
✓

�(✓)d✓

Z

✓

�
0,GIT

(✓) sec(✓)�(✓)

F 4

std

(✓)
d✓ , (4.10)



69

where ↵
r

=

PtG
2
�

2
✓Bc⌧

2(4⇡r)

3
L

includes all ✓ independent terms.

The multiple angle clutter model (4.10) can be visualized by assuming a discrete

set of N
✓

grazing angles. Using spectral estimation, incident power at each range can be

decomposed into its angular components {�(✓
i

)}N✓
i=1

. Consider the weighted propagation

factor associated with grazing angle ✓
i

to be defined by:

F 2

i

(r)
4
= F 2

(r)
�(✓

i

)

P
N✓
n=1

�(✓
n

)

. (4.11)

Incident power is assumed to be back-scattered uniformly. Due to reciprocity, back-

scattered angles received by the radar are identical to the incident angles at the same

range. Thus, the total clutter power is:

P
c

(r) =

N✓X

i=1

↵
r

F 2

i

(r)�
0

(✓
i

) sec(✓
i

)

N✓X

j=1

F 2

j

(r)

=

N✓X

i=1

↵
r

F 2

(r)F 2

i

(r)�
0

(✓
i

) sec(✓
i

) . (4.12)

Substituting (4.11) into (4.12) yields the discrete form of (4.10). Here, we have assumed

different propagation paths to be uncorrelated.

Fig. 4.2 compares clutter power obtained from the previously mentioned mod-

els. Left panels show the refractivity profiles of the modeled environment, and right

ones show the corresponding clutter power at 3 GHz, vertical polarization, antenna

beamwidth of 0.4�, antenna height of 15 m and wind speed of 5 m/s. All clutter power

plots are normalized with reference to the starting range (10 km for the surface-based

duct example and 3 km for evaporation duct examples).

Fig. 4.2a shows a range-independent evaporation duct with duct height of 24 m.

Differences between the fall-off rates of angle dependent and independent models are

due to rapid variations of the grazing angle in the vicinity of the radar. Most previous

RFC studies considered the clutter power at ranges where grazing angle does not vary

significantly with range. For evaporation ducts, this region is shown in Fig. 1 of [17].

However, this usually means avoiding the region in the vicinity of the radar where clut-

ter to noise ratio is high. Panel (c) shows a surface-based duct. Its corresponding clutter

power obtained from the maximum angle of ray tracing shows larger dynamic range
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Figure 4.2: Left panels: refractivity profile, right panels: corresponding clutter power
at 3 GHz using various clutter models: multiple grazing angle, angle independent, and
maximum angle from ray tracing.
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and discontinuities at boundaries of ray theory shadow zones. Panel (e) shows a range-

dependent evaporation duct which is discussed further in Section 4.3.2. The modeled

clutter power, assuming angle dependent sea surface reflectivity, results in different clut-

ter power than when using angle independent sea surface reflectivity. The multiple angle

and maximum angle from ray tracing clutter power results are identical. The latter is

due to the single angle nature of propagation in an evaporation duct.

4.3 Performance analysis for RFC estimation

Refractivity from clutter techniques find the best refractivity profile that matches

the observed clutter. The expected clutter power of each candidate profile is computed

and an objective function is formed that quantifies the distance between the observed and

the modeled clutter. The candidate profile that yields the minimum objective function

is declared as the best match. Previous RFC studies have considered the sum of the

squared errors, the l
2

norm, as the objective function [13,14,17].

The main purpose of this section is to analyze how different clutter models affect

the RFC model parameters.

4.3.1 Surface-based ducts

Surface-based ducts typically are due to the advection of warm and dry coastal

air to the sea. These ducts are less common than evaporation ducts but their effect is

more prominent on radar returns [1]. Here, the M-profile of a surface-based duct is

approximated by a tri-linear function:

M(z) = M
0

+

8
>>>>><

>>>>>:

m
1

z z 6 h
1

m
1

h
1

+m
2

(z � h
1

) h
1

6 z 6 h
1

+ h
2

m
1

h
1

+m
2

h
2

h
1

+ h
2

6 z

+m
0

(z � h
1

� h
2

)

(4.13)

A genetic algorithm is used to invert for the parameters m
1

,m
2

, h
1

, h
2

based on

observed clutter [37]. m
0

= 0.118 M-units/m is the slope of the standard atmosphere.

The specific choice of M
0

(here 320 M-units) does not affect the propagation pattern of

electromagnetic waves and does not affect the parameter estimation.
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The radar and environmental parameters in this example are: 3 GHz radar fre-

quency, 25 m antenna height, 5 m/s wind speed, antenna beamwidth of 0.4� and vertical

polarization. The surface-duct parameters are identical to those of Fig. 4.2c. The results

of Fig. 4.3(a–c) are obtained by running 200 inversions on the modeled clutter.

Two random components in the observed clutter power are modeled here: vari-

ations of sea surface reflectivity and noise at the receiver. The selection of sea surface

reflectivity statistics for RFC applications depends on the wind speed and direction,

grazing angle, polarization and the radar range resolution [144]. Low grazing angle re-

sults in complex scattering mechanisms, such as shadowing caused by sea swells and

diffraction over the wave edges. These factors increase the spikiness of the sea surface

clutter [145]. On the other hand, decreasing the radar resolution increases the number of

random scatters inside each range bin, which in turn reduces the spiky behavior of the

sea surface reflectivity [1]. The effect of different distributions on clutter modeling and

RFC is investigated by [17]. The receiver noise floor is another source of randomness

that affects the observed radar clutter [12].
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Figure 4.3: Inverted surface based duct parameters using various clutter models: (a)
multiple angle, (b) maximum angle from ray tracing, and (c) angle-independent. The
simulated clutter power is modeled by the multi angle clutter model and include random
components of the sea surface reflectivity and noise floor in the receiver. Vertical lines
are the actual parameters of this synthetic example.

Here, variations of the surface reflectivity from GIT is modeled using a lognor-

mal distribution with zero mean and 3 dB standard deviation Gaussian in the logarithmic

domain. The additive receiver noise is modeled by a Gaussian distribution over the com-
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plex field [17]. Clutter power is normalized at the range of 10 km. Clutter to noise ratio

at that range (CNR
10 km

) is taken as 40 dB. The observed clutter power is obtained from

the multiple grazing angle clutter model.

Results in Fig. 4.3a are distributed around the original parameters as expected,

since both simulated clutter and inversion algorithm use the same clutter model. Panels

in (b) show that using a single angle clutter model obtained from the maximum angle

from ray tracing yields a biased estimation. The bias of the estimated parameters is

especially clear in the first slope (m
1

) and the second height (h
2

) of the trilinear model

in this example. Using the maximum angle of arrival is common in the calculation of the

worst case clutter [20,25], but is not appropriate for RFC applications. Panels in (c) are

obtained by inversion using a grazing angle independent clutter model, which has been

used in previous RFC studies. Some bias is observed in RFC using the latter method,

but the bias is less than using a clutter model with the maximum arrival angle.

The propagation factor of the profile used in the simulation of Fig. 4.3 is plotted

in Fig. 4.4a. The propagation factors and electric fields are obtained using the parabolic

equation (PE) code in the Advanced Propagation Model [20]. The differences between

the propagation factors of the inverted profiles and the original profile are compared

in Panels (b–d) of the same figure. The assumption of an angle independent sea sur-

face reflectivity (Panel d) yields 1.8 dB average error in the propagation factor of the

inverted profile in the ducted regions, while inversion using the single angle clutter from

maximum arrival angle produces a larger average error of 3.6 dB.

4.3.2 Range-dependent evaporation duct

Evaporation ducts are the most common types of non-standard atmospheric phe-

nomena in maritime environments. The Paulus-Jeske model provides a relationship be-

tween modified refractivity M , altitude z and duct height h
d

[68]. Assuming equal tem-

perature of the sea surface and air layer boundary simplifies the Paulus-Jeske model [12]:

M(z) = M
0

+ c
0

(z � h
d

ln

z + h
0

h
0

) , (4.14)

where M
0

is the base refractivity usually taken as 350 M-units, c
0

= 0.13M-unit/m is

the linear slope of the refractivity and h
0

is the roughness factor taken as 1.5⇥ 10

�4 m.
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Figure 4.4: (a) Propagation factor (dB) corresponding to the refractivity profile in
Fig. 4.2c. (b-d): The difference between the propagation factors of the original profile
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Profile parameters are obtained from the distribution peaks in Fig. 4.3.
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Figure 4.5: Inverted range-dependent evaporation duct height parameters using clutter
models: (a) multiple angle and (b) angle-independent. Vertical lines denote the actual
parameters of this synthetic example.

This section considers a range-dependent evaporation duct with duct heights of

5, 20 and 10 m at ranges of 0, 12.5 and 25 km respectively (shown in Fig. 4.2e). Duct

heights in-between are linearly interpolated. The simulated clutter power is used to

invert for the duct heights using the multiple angle and the angle-independent clutter

models. The histograms of inverted duct heights are shown in Fig. 4.5 using 30 inver-

sions. The radar in this synthetic example operates at 3 GHz and located at 12 m above

the sea surface. The bias in the inversion results of the angle-independent clutter model

exemplifies that the latter model is not a good candidate for inverting range-dependent

environments.

4.3.3 SPANDAR 1998 dataset

All three clutter models in this study are compared using the SPANDAR 1998

data. Refractivity profile measurements and radar returns were recorded in Wallops Is-
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land, Virginia, April 1998 [12,13]. The clutter signals were measured using the Space

Range Radar (SPANDAR) with operational frequency of 2.84 GHz, horizontal beamwidth

of 0.4�, elevation angle of 0, antenna height of 30.78 m, and vertical polarization. The

refractivity profiles of the environment were measured using an instrumented helicopter

provided by the Johns Hopkins University Applied Physics Laboratory. The helicopter

flew in and out along the 150

� radial from a point 4 km due east of the SPANDAR in a

saw-tooth pattern with each transect lasting 30 minutes. Only the first 60 km of clutter

power is used to invert for the refractivity profile to maintain a high CNR and avoid high

spatial variations of the refractivity index with range.

The range-dependent refractivity profile measured by the helicopter is shown in

Fig. 4.7a.This profile corresponds to the measurement on April 2, 1998 from 13:19:14

to 13:49:00 (Run 07). The spatial variations of the M-profile are small in the 0–55 km

range. Thus, RFC results from the corresponding clutter observations are compared to

the average of the measured M-profiles in that range interval. Note that although mea-

surements show slow range variations, the inversions are based on a range-independent

profile.

Clutter power recorded from the SPANDAR between azimuth 145–155� are used

for estimation of the trilinear function representing a surface based duct, since the clutter

pattern and the two duct parameters m
1

and h
1

are rather stationary in this interval [15].

Histograms of estimated parameters using three different clutter models are plotted in

Fig. 4.6. The peaks of the parameter distributions (solid lines in Fig. 4.6) are used in

Fig. 4.7 to represent the estimated refractivity profiles and their clutter powers. The

dashed lines in Fig. 4.6 are the inverted parameters using only the clutter power at 150�

azimuth. The distribution of inverted parameters for m
1

and h
1

is narrower than that

of m
2

and h
2

, since the SPANDAR refractivity profile can be well approximated by a

bilinear function.

The average measured refractivity along the first 55 km of recordings and 150�

azimuth, the observed clutter along the same angle, and the distribution of clutter power

between azimuth 145–155� are compared to the inverted trilinear profiles and their mod-

eled clutter in Fig. 4.7(b,c). Panel (b) shows that the refractivity profile estimated from

the multiple angle clutter model has the closest resemblance to the average refractivity
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Figure 4.6: Histograms of estimated trilinear function parameters for the SPANDAR
dataset, Run 07, along azimuth 145–155�. The peaks of parameter distribution (solid
lines) are used in Fig. 4.7. Inversions use different clutter models: (a) multiple angle,
(b) maximum angle from ray tracing, (c) angle-independent. Dashed lines show inverted
parameters only using the clutter at 150�.

profile measured by the helicopter.

Another important characteristic of refractivity profiles is the M-deficit, which is

defined as the total change in the modified refractivity of the trapping layer. The average

M-deficit of the observed profile from 0 to 55 km is 22 M-units. This is consistent with

the inverted profile with 20 M-units of M-deficit, using the multiple angle clutter model.

Previous RFC studies that used the 1998 SPANDAR dataset were based on an

angle-independent clutter model for inversions. Although results of Fig. 4.7 suggests

that the multiple clutter model is a better model for inverting clutter data for estimating

refractivity profiles, more analysis with real data is required for verification.

4.4 Conclusion

RFC estimates the refractivity profile of maritime environments from observed

radar clutter. A grazing angle independent clutter model was assumed in previous stud-

ies. Two new clutter models are considered here: a range-dependent multiple angle

clutter model and a range-dependent single angle clutter model based on the maximum

grazing angle from ray theory. Multiple angle clutter includes all incident grazing angles

weighted proportional to their relative powers at each range.
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The performance of clutter models in RFC is compared in a simulated surface-

based duct, a range-dependent evaporation duct, and the 1998 SPANDAR dataset. The

differences in the clutter power of different models are projected into the environmental

parameter domain during the RFC inversion. Results show that the range-dependent

single angle clutter model based on the maximum grazing angle yields biased estima-

tions relative to the multiple angle clutter model. An angle-independent clutter model

also yields biased parameter inversions, especially when inverting for range-dependent

refractivity profiles. Although more analysis is required, the results suggest that the mul-

tiple angle clutter model yields more accurate RFC inversions, especially when surface-

based ducts and range varying environments are present.
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Chapter 5

Towards assimilation of atmospheric

surface layer using weather prediction

and radar clutter observations

5.1 Introduction

Knowledge of the atmospheric surface layer (ASL) is crucial in weather pre-

diction and in the prediction of radar and communication systems performance at fre-

quencies above 2 GHz on low-altitude paths. Bulk measurements and rocketsondes are

in situ methods for sampling of the ASL [44]. While having some limitations [45,46]

these methods are still in use today. Using radar clutter returns to estimate the refrac-

tivity profile in the ASL potentially can be done continuously [12,13,15]. Ship board

radars commonly operate across the world’s oceans and in many complex coastal en-

vironments. These sensors can potentially sample the ASL continuously, in otherwise

data denied regions and over water where measurements, particularly vertical profiles,

are scarce.

Refractivity profiles and their corresponding radar clutter returns also can be

modeled using mesoscale numerical weather prediction (NWP) [34,36]. Sea clutter

predictions based on range-varying ASL characterization from the Coupled Ocean and

Atmospheric Mesoscale Prediction System (COAMPS) [33] were shown by [34] to be

80
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in agreement with clutter observed by a S-band radar in the lee of the Kauai Island.

Mesoscale NWP has steadily improved over time and good agreements with observed

ASL values have been reported [35,36].

Mesoscale NWP models cannot represent all processes in the atmosphere, and

there always is some degree of error in the information that is assimilated into the model.

The uncertainty of estimations increase as the distance (in both space and time) increases

from the observations that have been assimilated. The spatial resolution of NWP also

might be too coarse to capture vertical variations of the atmosphere [146].

Refractivity from clutter (RFC) techniques use observed radar backscatter to

estimate the ambient environment refractivity profile [18,147]. There has been strong

correlation between the retrieved refractivity profile using an S-band radar and in situ

measurements by instrumented aircrafts [12,13]. RFC techniques enable the tracking

of spatial and temporal changes in the environment [14,15]. There have been attempts

to incorporate the worldwide surface meteorological observations database using the

environmental library of advanced refractive effects prediction system (AREPS) [16] in

the RFC inversion [17]. This method uses regional meteorological duct height statistics

as a prior probability density in refractivity profile inversions. One drawback of RFC

is the increased variance in the estimated refractivity above the atmospheric duct [37].

Above the duct NWP potentially regularize the RFC-ED solution. On the other hand,

RFC inversions can potentially reduce the NWP errors by increasing observations from

RFC-capable ships. Here, the application of RFC in evaporation ducting conditions is

referred to as RFC-ED.

The dependence of environmental refractivity index on the atmospheric param-

eters is discussed in Section 5.2, with an emphasis on evaporation ducting conditions.

Inversion of the refractivity profile and atmospheric bulk parameters using radar clut-

ter observations are discussed in Section 5.3. Mesoscale NWP and ensemble methods

are reviewed in Section 5.4. Integration of NWP and RFC-ED for inversion of the at-

mospheric bulk parameters is discussed in Section 5.5. The COAMPS model is used

to generate ensembles of air and sea temperatures, relative humidity, and wind predic-

tions at 10 m above the sea. These are converted to vertical atmospheric profiles in

the vicinity of the sea surface using Navy Atmospheric Vertical Surface Layer Model
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(NAVSLaM) [148]. The atmospheric profile obtained from the previous step is used

jointly with observed clutter power inversions in evaporation ducts to estimate the air-

sea temperature difference (ASTD) and relative humidity in the ASL. It is shown that

the parameter estimation uncertainty is reduced compared to using either methods alone.

5.2 Dependence of refractivity index on atmospheric pa-

rameters

Humidity typically decreases rapidly in the ASL above the ocean surface, re-

sulting in a leaky waveguide that bends radio waves toward the surface. This feature is

known as an evaporation duct. Maritime evaporation ducts are almost always present

around the globe [1] and usually affect both low-altitude radar detection and maximum

communication ranges. As a consequence, correct characterization of the ASL is im-

portant in determining the performance of these systems.

The vertical modified refractivity M is defined as the part per million devia-

tion of the index of refraction n from that of a vacuum after transforming the spherical

earth propagation into a flat earth problem. Modified refractivity, M , is a function of

atmospheric variables with experimental constants for frequencies 0.1–100 GHz [2,3]:

M(z) =

77.6P (z)

Tair(z)
� 5.6e(z)

Tair(z)
+ 3.75⇥ 10

5

e(z)

T 2

air(z)

+ 0.1568z, (5.1)

where P (z) and e(z) are the atmospheric pressure and partial pressure of water vapor in

(hPa), and Tair(z) is the absolute air temperature (K), all at altitude z in meters. Monin-

Obukhov (MO) similarity theory is widely accepted as the means to relate physical

quantities and processes in the ASL [4]. MO-based models can generate vertical atmo-

spheric profiles given the sea surface temperature (Tsea), and values at a reference height

of air temperature, wind-speed (u), and relative humidity (RH). Corresponding vertical

refractivity profiles can subsequently be obtained using (5.1). Except for relatively rare

sub-refractive cases, the vertical M(z) profile is concave with respect to height z and

has an inflection point referred to as the evaporation duct height (h
d

) as illustrated in
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Figure 5.1: The modified refractivity profile of an arbitrary evaporation duct with �T =

0 and duct height h
d

= 24m.

Fig. 5.1. As a point of clarification, the vertical M-profile is not uniquely defined by h
d

in most MO models including [67,72].

NAVSLaM [72,148] is based on MO theory and is used here to compute the ver-

tical atmospheric and refractivity profiles in an evaporation duct from bulk parameters

(air temperature, humidity and pressure at a certain height from the sea surface). Bulk

parameters can be provided by in-situ measurements, climatological databases, or NWP.

Changes of duct height versus ASTD (�T = Tair � Tsea), relative humidity,

and wind-speed are shown in Fig. 5.2 for sea temperatures Tsea = 15

�C and 30

�C.

Atmospheric variables Tair, RH, u are all taken at 10 m. In general, ASL models are

insensitive to the atmospheric pressure [149], and a typical atmospheric pressure of

1020 hPa is used here. Fig. 5.2 shows rapid changes of the duct height with �T where

�T > 0, and less variations where �T < 0. Comparison of Panels (a,c) and (b,d)

shows that the sensitivity of duct height to �T and RH in warm sea waters is more

than in colder waters. Clearly, the sensitivity of h
d

to changes in �T , RH , and u is

state-dependent and small errors in �T , RH , and u can result in large errors in h
d

when

�T > 0.
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Figure 5.2: Evaporation duct height versus �T = Tair � Tsea and relative humidity
(RH) for wind-speed (u) of 5 m/s and 10 m/s, obtained by NAVSLaM. All atmospheric
variables are referenced at 10 m above the sea surface. Tsea = 15

�C in (a,c) and Tsea =

30

�C in (b,d).
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5.3 Refractivity from clutter

Radar clutter in a maritime environment depends on the two way propagation

loss from the transmitter to the range cell, and propagation loss depends on the refrac-

tivity profile. Assume an environment described by a vector of model parameters m

through which the electromagnetic waves are propagated. Previous RFC-ED studies

have considered the duct height of an evaporation duct as the state parameter [12,17,56]

under the assumption that �T = 0. This assumption was important to constrain the

possible atmospheric solutions. The vector of atmospheric parameters m = [�T,RH]

T

at a height of 10 m are used here as the state vector.

5.3.1 Sea clutter model

The expected radar clutter power in a maritime environment can be expressed as

a function of the radar parameters, the propagation factor F which is a function of the

refractivity profile m and range r, and grazing angle ✓ [1]:

P
c

(m, r) =

P
t

G2�2✓
B

c⌧�
0

sec(✓)F 4

(m, r)

2(4⇡r)3L
, (5.2)

where P
t

is the transmitter power, G the antenna gain, � the wavelength, ✓
B

the an-

tenna pattern azimuthal beamwidth, c the propagation speed, ⌧ the pulse width, �
0

the

expected sea surface reflectivity per unit area, and L the total assumed system losses.

Grazing angle ✓ is also a function of m and r. The sea surface reflectivity in ducting

conditions typically is computed based on the work by [87].

For simplicity, synthetic clutter powers are computed assuming range-independent

refractivity profiles and wind speed, using the parabolic equation based Advanced Prop-

agation Model (APM) [150]. This method can easily be extended to range-dependent

profiles. For range-independent evaporation ducts the sea surface grazing angles are

constant hence, sea-surface reflectivity �
0

can be assumed to be range-independent

[12]. Normalization of (5.2) with respect to the clutter power at a fixed range r
0

(here

r
0

= 5 km) simplifies inversions by getting rid of the constant parameters [13]:

P
n,c

(m, r) =
P
c

(m, r)

P
c

(m, r
0

)

=

F 4

(m, r)r3
0

F 4

(m, r
0

)r3
. (5.3)
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Letting F, P
n,c

represent the associated values in dB as opposed to real numbers, we can

rewrite 5.3 as:

P
n,c

(m, r) = 4 (F (m, r)� F (m, r
0

)) + 3 log

r

r
0

. (5.4)

5.3.2 Refractivity profile inversion and bulk-parameters for evapo-

ration ducts

Inversion for the evaporation duct height from a S-band radar clutter was re-

ported in [12]. The sensitivity of the radar clutter power to the duct height at different

frequencies was studied by [17]. RFC-ED studies in the past have assumed sea and air

temperatures to be equal. This assumption simplifies the refractivity profile of an evap-

oration duct to be logarithmic in the vicinity of sea surface and only dependent on the

duct height.

An objective function JRFC that quantifies the difference between the normal-

ized observed and modeled clutter power, P
n,o

and P
n,c

(m), is formed here. P
n,o

and

P
n,c

are the vectors of clutter power in dB over N range bins. The optimal solution

minimizes the objective function:

ˆm = argmin

m
JRFC(Pn,o

,P
n,c

(m)) . (5.5)

The backscattered radar signal can be modeled using a multiplicative random

variable representing the variable sea-surface reflectivity and additive thermal noise.

Following [1], variation of the sea-surface reflectivity is assumed to have a log-normal

density. Working in the high CNR (clutter to noise ratio) regime, the additive noise term

can be neglected. Therefore, the observed clutter power in the logarithmic domain is

obtained as:

P
n,o

= P
n,c

(m) + n , (5.6)

n ⇠ G(0,C
o

) , (5.7)

where P
n,o

and P
n,c

(m) are in dB, n is the vector of logarithmic random sea reflectivity

variations that is assumed to be Gaussian, and C
o

is the covariance matrix of sea surface

reflectivity variations. The log-likelihood objective function JRFC is expressed by:

JRFC = (P
n,o

�P
n,c

(m))

TC�1

o

(P
n,o

�P
n,c

(m)) . (5.8)
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Range bin widths of RFC are assumed to be in the order of hundreds of meters. Due to

this large distance, sea-surface variations of consecutive bins are assumed to be uncorre-

lated. Thus, C
o

= ⌫I where ⌫ is the variance of the logarithmic sea-surface reflectivity,

and I is the identity matrix. Equation (5.8) is the negative log-likelihood function un-

der log-normal radar cross section (RCS) statistics. Modeling random variations of the

clutter power due to the changes in the sea-surface reflectivity by the log-normal density

often is a good approximation in RFC applications [27].

A weakness of RFC-ED as a stand-alone means for characterizing the ASL’s

refractivity is using a log-linear refractivity profile defined by a single-parameter [12].

This simplification causes small errors when the inverted refractivity profile obtained

from RFC-ED is used for propagation calculations at the same frequency as the sensing

radar. Errors increase, though, as the difference between the frequencies of the sensing

and the use of the profiles increases. Fig. 5.3 shows that not only the duct height, but

also the shape of the profile affects the radar clutter. This effect is more pronounced at

higher frequencies. In this example, the sea surface temperature is 30�C, wind-speed

is 5 m/s, and radar is 10 m above the sea surface. The clutter power fall-off rate for a

14 m duct in �T < 0 and �T = 0 conditions are similar at 3 GHz. However, those

fall-off rates differ at 10 GHz. Thus, knowledge of the bulk parameters is required when

inverted parameters at one frequency are to be used at a different frequency. Using

the refractivity profile obtained from NWP might improve the modeling error at other

frequencies. Figs. 5.3 and 5.4 both use NAVSLaM to obtain the refractivity profile from

COAMPS parameters. APM [150] then is used to compute the clutter power from these

refractivity profiles.

The radar clutter power is sensitive to changes in the atmospheric variables.

[151] showed that radar propagation is also more sensitive to changes of humidity and

temperature than to those of pressure levels. Fig. 5.4 demonstrates the sensitivity of the

clutter power to atmospheric parameters. This figure shows the changes in the clut-

ter power of a radar at 10 m above the sea surface, operating at 3 GHz, when ASTD

changes by 1

�C, or relative humidity changes by 10%. Here it is assumed that pressure

is constant, surface temperature and wind-speed are obtained from COAMPS ensemble

forecasts, and radar clutter is used to invert for humidity and ASTD.
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Figure 5.3: (a) Modified refractivity profiles, all with duct height of 14 m. The corre-
sponding clutter powers when the radar is located at 10 m, for operational frequencies
of (b) 3 GHz, and (c) 10 GHz. Tsea = 30

�C, and u = 5m/s.
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5.4 Numerical weather prediction

NWP depends heavily on the initial and lateral boundary conditions, land-sea

surface and terrain conditions, numerical approximations and parameterization of phys-

ical processes [146]. The uncertainty in the aforementioned factors gives rise to an

uncertainty in NWP analysis and forecasts. Ensemble methods use the perturbations

of the initial state and perturbations of model physics to yield the density of predicted

parameters.

Ensemble methods, in their simplest form, involve averaging over all mem-

bers with equal weight. [152] suggested that using the ensemble average improves the

NWP accuracy only up to the point that there is a change in the meteorological regime,

i. e. when there is a bifurcation in the member predictions. The reason is that the en-

semble average does not correspond to a meaningful forecast after the divergence point

of various forecasts. [153] used a Bayesian approach to find ensemble weights for fore-

casting. They further showed that spatial smoothing helps the reliability of results. [154]

used the variational data assimilation framework and assumed Gaussian densities for

variations of weather states to assimilate weather forecast ensemble members.

COAMPS produces predictions of the ocean and atmosphere on time-scales of

hours to several days [33]. Data from radiosondes, aircraft, buoy and ship data are used

to blend the observed data with the first-guess field generated by COAMPS [155]. Mul-

tivariate optimum interpolation (MVOI) analysis of wind and pressure and univariate

interpolation of temperature and moisture are used to combine the observational correc-

tions to the first-guess from COAMPS previous 12-hour forecast.

COAMPS is a nonhydrostatic mesoscale model developed from the Navier-

Stokes equations for winds, potential temperature, perturbation pressure, and five species

of water and their auto-conversions including mixing ratios of water vapor, clouds, rain,

snow, ice and grauple. It contains physical parameterizations appropriate for high-

resolution characterization of the surface energy budget, surface fluxes, planetary and

marine boundary layers, short and longwave radiation, and convection. For the ensem-

ble forecasts evaluated here, three nested grids were used with horizontal spacings of

45, 15, and 5 km, respectively. Each domain has 45 vertical levels with the lowest lo-

cated at 10 m. The vertex of the third grid (origin in Figs. 5.5–5.6) is at [18.10048�N,
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Figure 5.5: Average values (top row) and standard deviation (bottom row) of COAMPS
ensemble of wind-speed, air-sea/ground temperature difference and relative humidity at
10 m around the Hawaii Islands for May 7, 2008 at 12 am UTC using 5 km grid spacings.
The last column is the observed surface temperature (sea or ground surface) during the
same time using buoy and ship data.

199.0548�E], south west of the Hawaiian Islands. Sea temperatures are obtained from

satellite data, and no perturbation is introduced to this parameter in generation of en-

semble members. Here, the ensemble transform [156] is used to generate initial states

for ensemble predictions [157]. One of the ensemble members is the control run and

the rest are run with perturbed conditions. The error covariance of the ensemble with

respect to the average prediction is formed at the start of each forecast cycle (i.e. every

6 hours).

Two NWP ensembles in the region of the Hawaiian Islands are used here that are

known to have evaporation ducting conditions. The first is a 16-member ensemble on

the air-sea boundary layer at 12 am on May 7, 2008, and the second is a 32-member en-

semble that correspond to July 26–28, 2008 with 3 hour gaps starting from 12 am UTC.

The data that correspond to 12 am UTC May 7, 2008 are shown in Fig 5.5. Atmospheric

parameters shown in that figure are all at 10 m. Sea temperature in general is higher

than the air temperature in this dataset. COAMPS outputs at 10 m are used as inputs to

NAVSLaM to find the evaporation duct profiles at each location. The average and stan-

dard deviation of duct heights are shown in Fig. 5.6. Duct height is not very sensitive
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Figure 5.6: (a) Average and (b) standard deviation of duct heights obtained by running
NAVSLaM on the COAMPS ensemble in Fig. 5.5. The geographic locations of cases
analyzed in Figs. 5.7–5.9 are marked with white (x).

to �T changes where air temperature is less than the sea temperature. The ensemble

for July 26–28, 2008 shows similar variations in the standard deviation of atmospheric

variables and duct heights, and thus are not shown.

Ensemble methods provide the environmental parameter uncertainty in NWP

predictions. This will allow the integration of the NWP results with the RFC. The data

assimilation method given in the next section will merge these two sources of informa-

tion (NWP and RFC) on the ASL parameters taking into account how much belief we

have in each method via the uncertainties attached to each method.
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5.5 Integration of radar observations and weather pre-

diction

Data assimilation generally can be described as an optimization problem to in-

tegrate observations with predictions [158]. [130] used clutter powers from multiple

grazing angles to infer the refractivity profile of surface ducts and introduced limits

on possible refractivity profile solutions from climatological constraints. In a similar

framework, ocean salinity and temperature measurements in the water column were

used to update the water-mass properties in oceanic circulation models [159]. Under-

water acoustic propagation loss has been used by [160] for coupled oceanographic and

acoustic data assimilation.

A quadratic metric is defined to measure the fitness of each set of candidate

atmospheric variables m to predicted values by NWP and inversions of observed clutter

power P
o

. Here, m = [�T,RH]

T, with atmospheric variables at a height of 10 m .

The clutter power fall-off rate does not convey information about the air pressure and

absolute value of the wind-speed, and it is a weak function of sea-surface temperature.

Hence, these are used directly from NWP.

Variational data assimilation studies typically have considered a quadratic cost

function that assumes the prediction and observation error terms to have Gaussian den-

sities [146,158]. The joint cost function of NWP and RFC-ED is obtained by statistics

yielded from the NWP ensemble and the RFC-ED inversion equation (5.8):

J(m) = JNWP(m) + JRFC(m) (5.9)

=

1

2

(m� µNWP)
TC�1

N

(m� µNWP)

+

�

2

(P
n,o

�P
n,c

(m))

TC�1

o

(P
n,o

�P
n,c

(m))

where µNWP and C
N

are the average and covariance of NWP ensemble atmospheric

variables. � is a constant to balance the effect of RFC-ED and NWP on the joint penalty

function. Here, � = 1 is used, which corresponds to a Bayesian solution using the NWP

term as a prior and RFC-ED as the likelihood term with Gaussian variations. A two-

dimensional search through the �T and RH parameter space is used here to find the

optimum m.
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Analysis of NWP outputs indicates that assuming a range-independent profile

for a radius of 20–25 km is reasonable far from the coasts. Simulations in this paper

are made by taking the average COAMPS predictions at the location of interest and

assuming that the �T , humidity and wind profiles are range-independent up to a range

of 25 km. The same approach can be extended to range-dependent profile inversions

where the state vector will be larger.

Three atmospheric conditions classified by values of �T are investigated. The

cases of �T > 0, �T = 0, and �T < 0 loosely correspond to the stable, neutral,

and unstable thermodynamic atmospheric conditions, respectively. The geographic lo-

cations of these examples are shown with white crosses in Fig. 5.6. The most prevalent

situation in the dataset is the �T < 0 condition. This condition is investigated with

the example in Fig. 5.7. The �T = 0 condition occurs rarely. One example of this

condition is studied in Fig. 5.8. The �T > 0 condition in our dataset occurs only near

the coast where the assumption of a range-independent profile fails. We only use the

range-independent refractivity profile assumption in Fig. 5.9 to demonstrate an inver-

sion example under the �T > 0 condition. The priors for �T and RH for RFC-ED

inversions are assumed to be uniformly distributed with �T = [-4�C, 2�C] and RH =

[50%, 100%] for all examples.

All three examples in Figs. 5.7–5.9 consider the radar clutter with CNR of 25 dB

at the range of 10 km. A 5� azimuthal segment is used for each inversion where synthetic

clutter power is generated with independent noises and 1� azimuthal spacing. The log-

arithmic radar cross section is assumed to have a Gaussian density with zero mean and

3 dB standard deviation. The average of the NWP ensemble is taken as the true state and

used to generate 100 clutter power realizations. The synthetic clutter power in the range

of 5–25 km with bins every 1 km is used for RFC-ED inversions (5.8) and joint NWP,

RFC-ED inversions (5.10). Two-dimensional and marginal densities of NWP ensemble,

RFC-ED inversions and joint inversions are all demonstrated in these plots. Histograms

of inverted duct heights obtained from RFC-ED inversions are also plotted.

An example with �T < 0 corresponding to 12 am UTC May 7, 2008 at [120,

330] km in Fig. 5.5 is shown in Fig. 5.7. RFC-ED is insensitive to �T and more sensitive

to the humidity. This is consistent with Fig. 5.2 where the duct height is rather insensitive
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Figure 5.7: Case 1, �T < 0 corresponding to 12 am UTC May 7, 2008 at [120, 330] km
in Fig. 5.5, (a–c): Scatter plots of �T and RH , and their marginal densities obtained
by (a) COAMPS ensemble, (b) RFC-ED, (c) joint NWP, RFC-ED. The NWP ensemble
mean (⇤) is used for clutter power simulations. (d): Histogram of duct heights obtained
by RFC-ED in (b).
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Figure 5.8: Case 2, �T = 0 corresponding to 3 am UTC July 27, 2008 at [415, 340] km
in Fig. 5.5, (a–c): Scatter plots of �T and RH , and their marginal densities obtained
by (a) COAMPS ensembles, (b) RFC-ED, (c) joint NWP, RFC-ED. The NWP ensemble
mean (⇤) is used for clutter power simulations. (d): Histogram of duct heights obtained
by RFC-ED in (b).

to �T where �T < 0, but highly sensitive to changes in the level of relative humidity.

In contrast, the NWP has a larger uncertainty for RH and smaller for �T . Hence, the

combination of RFC-ED and NWP reduces the uncertainties in atmospheric parameter

estimation drastically. Pairs of [�T,RH]

T found by RFC-ED form a curve of points

with very similar duct heights. This is shown by the narrow histogram of inverted duct

heights in (d) using RFC-ED. The clutter power depends strongly on the duct height,

with other parameters having second order effects [12].

An example with almost �T = 0 is considered in Fig. 5.8. RFC-ED provides

a set of solutions that all correspond to similar clutter power patterns. These solutions

all yield similar duct heights demonstrated by the narrow probability density in Panel

(d). Similarity of duct heights of inverted profiles is expected since clutter power is a

strong function of the duct height in evaporation ducts, rather than the minor changes
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Figure 5.9: Case 3, �T > 0 corresponding to 12 am UTC July 28, 2008 at [150,
450] km in Fig. 5.5, (a–c): Scatter plots of �T and RH , and their marginal densities
obtained by (a) COAMPS ensembles, (b) RFC-ED, (c) joint NWP, RFC-ED. The NWP
ensemble mean (⇤) is used for clutter power simulations. (d): Histogram of duct heights
obtained by RFC-ED in (b).

in the refractivity index gradient. The joint inversion of NWP and RFC-ED reduces the

uncertainty of lower atmospheric parameter estimation found from either method.

An example with �T > 0 is demonstrated in Fig. 5.9. The duct-height uncer-

tainty obtained from RFC-ED is reduced in this case, as seen in Panel (d). The reason is

that the M-profile converges to a vertical profile when �T > 0. For example, compare

the shape of M-profiles in Fig. 5.3, where all M-profiles have the same duct height.

The environment can evolve after earlier COAMPS predictions. An example of

this scenario is provided in Fig. 5.10. This example considers the original atmospheric

parameters to be �T = 0, and RH = 60% obtained by COAMPS. The environment

is assumed to have evolved to a new state where �T =1.5�C and RH = 65%. Com-

bination of RFC-ED and NWP helps to obtain inversion results closer to the current

environmental state.
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Figure 5.10: Case 4, evolution of the environment after predictions, (a–c): Scatter plots
of �T and RH , and their marginal densities obtained by (a) COAMPS from Fig. 5.8,
(b) RFC-ED, (c) joint NWP, RFC-ED. The square shows the assumed true state used for
clutter power simulations, (d): Histogram of duct heights obtained by RFC-ED in (b).
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u = 8m/s, conditions similar to average ensemble in Fig. 5.5. Scattered symbols show
inversion results obtained by RFC-ED. Cases 1–4 refer to Figs. 5.7–5.10, respectively.

A 2-dimensional plot of duct height as a function of �T and RH is shown in

Fig. 5.11, with conditions similar to Figs. 5.7–5.10. Inverted parameters obtained from

RFC-ED in those examples are also shown. Inversion results follow the contours in

Fig. 5.11, due to the strong dependence of the clutter power on duct height. This is con-

sistent with the histograms of duct heights in Panel (d) of Figs. 5.7–5.10, especially the

narrow histograms in �T < 0 and �T = 0 conditions. When varying �T and RH ,

NAVSLaM produces a non-logarithmic profile. Nevertheless, the profiles are character-

ized in terms of just the duct height. NAVSLaM does not provide reliable refractivity

profiles for large positive �T (white area in Fig. 5.11). For these reasons, inverted duct

heights are not constant with variations of �T and RH in inversions studied in Figs. 5.7–

5.10, and the spread of inverted duct height histograms gets larger for �T > 0.

The propagation factor F is defined as the ratio of the magnitude of the electric

field at a given point under specified conditions to the magnitude of the electric field

under free-space conditions with the same transmitter [1]. The probability densities of

propagation factor using atmospheric parameters from the three methods discussed are
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shown in Fig. 5.12 for heights of 10 and 40 m and range of 25 km. This example uses

1000 synthetic clutter powers in each case to generate histograms. The propagation fac-

tor probability density obtained from NWP appears to have a flat distribution, and more

peaked for RFC-ED. RFC-ED yields atmospheric parameters that result in similar clut-

ter power, and thus also result in similar propagation factors. The probability density of

F using the joint technique appears to be a combination of propagation factor densities

obtained from NWP and RFC-ED. However, this combination is not linear since the

relationship between F and atmospheric variables �T and RH is not linear. The im-

portance of estimating the true atmospheric conditions for radar performance prediction

can be seen by comparing the estimated F values to the F of standard atmosphere with

no ducting. Standard atmosphere propagation factors at 25 km range and heights of 10 m

and 40 m are �27 dB and �35 dB, respectively. Thus, failing to model the evaporation

duct can lead to errors of 10–40 dB in the expected radar signal power in assessment of

radar propagation.

5.6 Conclusion

Here, the Numerical Weather Prediction (NWP) and Refractivity from Clutter

(RFC) results were combined, opening the way for a full data assimilation of the refrac-

tivity profile. NWP and RFC can be used jointly in maritime environments to reduce the

estimation variance of atmospheric variables near the sea surface. Advantages of NWP

(providing prior information to a high altitude) and RFC (real-time tracking of atmo-

spheric parameters) can be utilized jointly to provide a powerful inversion method. This

investigation focused on RFC for evaporation ducts (RFC-ED) within the atmospheric

surface layer.

Spatial and temporal variability in the atmosphere were captured by COAMPS

non-hydrostatic mesoscale forecasts at 5-km horizontal grid spacing. Atmospheric en-

semble hindcasts were used here from Summer 2008 around the Hawaiian Islands where

it was known to have prevailing evaporation ducting conditions. These deterministic

forecasts provided the control run to a 16-member and 32-member ensemble suite. An

ensemble transform technique was used in which initial conditions at each forecast cycle
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were perturbed to depict how uncertainty due to errors in the initial state would evolve

within the forecasts.

The RFC-ED was implemented by creating an objective function that matched

the measured clutter power in a range interval and at a given azimuth to the modeled

clutter power. Sea temperature, air pressure, and windspeed were directly used from

NWP. Air-sea temperature difference (ASTD) and humidity were identified as the state

vector to be found by NWP-only, RFC-ED-only, and the joint method. An ensemble

of Hawaii hindcasts and a range of possible ASTD values were considered through

four examples. It was shown that NWP and RFC had different sensitivities to ASTD

and RH under varying stability conditions. Thus, using a joint method enabled us to

reduce significantly the overall uncertainties in these parameters. Likewise, the real-

time RFC updates were able to mitigate the error in atmospheric parameters created

under a hypothetical case when the true environment deviated from the initial COAMPS

estimates.
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Chapter 6

Conclusion and Future Research

RFC is an approach for estimating the refractivity structure of a maritime en-

vironment based on observed radar clutter power. Marine ducts and their mathemati-

cal models have been discussed, and a framework for casting an inverse problem was

presented. An inversion consists of a forward model to map the candidate refractivity

profiles to the observation domain, and a similarity measure to find the best profile [18].

A radar clutter model was presented that was based on all propagating grazing angles at

each range and the amount of power that they carry [26]. The performance of this model

was tested on simulated clutter powers and measured radar data [27]. Finally, a frame-

work was suggested for joint inversion of radar clutter observations and a numerical

weather prediction (NWP) ensemble in evaporation ducting conditions [19]. However,

there are issues that need to be addressed in future studies.

Bilinear and trilinear approximations to surface-based ducts are not represen-

tative of the duct structure in some situations, and their performance worsens as the

operational frequency increases [18]. There have been attempts to overcome this prob-

lem by suggesting environmental refractivity models that rely on finding basis vectors of

the refractivity profile [84]. Models for duct structures are required that are simple (for

easy inversion), and at the same time more representative of the true wave propagation,

especially if RFC is to be implemented at frequencies higher than 3 GHz.

Sea surface reflectivity models that currently are used in the radar community,

e.g. the GIT model [112], do not represent well the sea reflections at very low grazing

angles. Thus, remote sensing problems require more realistic models of the sea surface

103
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reflectivity at these angles (< 1

�).

Fusion of weather prediction algorithms with RFC inversions can greatly in-

crease the performance of both. An example is in costal regions when the warm flow

of air over the sea forms a rising surface duct that influences radar propagation. NWP

systems have undergone substantial development in the last decade. There currently ex-

ist capabilities to extract 48 h weather forecasts [135]. These forecasts are used now to

predict the radar performance [136]. An improvement of this work was presented in this

dissertation that used RFC inversions alongside with weather forecasts.

Our framework for integration of radar observations with an NWP ensemble was

focused on estimation of the atmospheric bulk parameters at a certain height (10 m) in

evaporation ducting conditions [19]. While evaporation ducts are the most common

ocean ducting phenomenon, a more general framework can be developed for integra-

tion of an NWP ensemble with radar observations that can work in surface-based and

elevated ducting conditions as well. However, our approach was based on the Monin-

Obukhov (MO) similarity theory which links bulk parameters to a full vertical atmo-

spheric surface layer profile in evaporation ducting conditions. Similar theories need to

be developed first in other atmospheric conditions. An alternative solution is to imple-

ment approaches that do not depend on the MO theory. Our research opened the way

for a full data assimilation framework, where radar observations can be assimilated into

the initial field that is used for NWP.
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