
Homework	7:	Support	Vector	
Machines
ECE	228,	Mark	Wagner



SVM	for	two	Class	Classification
Goal:	find	𝐰, 𝑏	such	that	

𝐲 = 𝐰5𝜙 𝐱 + 𝑏

Where	 𝐰 is	a	separating	plane
𝜙() is	an	arbitrary	transformation
𝑏 is	a	bias	term

𝐲	 > 0	 => 	𝐱	 is	class	1	
𝐲	 < 0	 => 	𝐱	 is	class	2

𝐰 can	be	seen	as	a	separating	hyperplane

𝐰+ 𝑏



Hard	Margin	vs.	Soft	Margin	SVM

Hard	Margin:	
• All	points	correctly	classified
• Maximizes	margin	between	
separating	hyperplane

Margins

Support	Vectors

Soft	Margin:	
• Allows	misclassification
• Minimizes	error	function	based	on	𝜉

ξ = 0

ξ < 1

ξ > 1



7.1		Soft	Margin	SVM

ξ = 0

ξ < 1

ξ > 1

minimize

Subject	to

Using	the	Lagrangian dual,	equivalent	problem	is	

𝑡F 𝒘H𝜙 𝒙F + 𝑏 + 𝜉 ≥ 1,								𝑛 = 1,… ,𝑁

Dual	variable	𝐚 introduced



Quadratic	programming	

Goal:	minimize	Lagrangian

Setting	derivative	equal	to	zero	we	get

Resulting	in	
dual	problem Subject	to



Quadratic	programming,	7.1	

Subject	to

Problem:	minimize

Can	be	re-written	as:	

min𝐚 𝐚5𝐊𝐚 − 𝟏5𝐚

𝐊S,T = 𝑡S𝑡T	𝑘(𝐱S, 𝐱T)
𝑘 𝐱S, 𝐱T = 𝐱S, 𝐱T
																		= 𝐗𝐗5

𝐚	represents	the	margin	losses	of	each	point



7.1	Solution	

Note:	𝐰 = W
X
∑ 	𝑎F𝐱F�
F



7.2	Kernel	Functions
Recall:

𝑘(𝐱F, 𝐱\)	=	⟨𝜙 𝐱^ , 	𝜙 𝐱\ ⟩	is	known	as	a	Kernel	Function

𝑘(𝐱F, 𝐱\) can	be	any	function*

Popular	choices	for	𝑘(𝐱F, 𝐱\):

Polynomial	(homogeneous)	:		 𝑘 𝐱F, 𝐱\ = 𝐱F	𝐱\
`

Polynomial	(inhomogenious):	 𝑘 𝐱F, 𝐱\ = 𝐱F 	𝐱\+ 1 `

Gaussian	radial	:	 𝑘 𝐱F, 𝐱\ = exp(−𝛾||𝐱\ − 𝐱F||d	)
Hyperbolic	tangent:	 𝑘 𝐱F, 𝐱\ = tanh(𝜅𝐱F𝐱\ + 𝑐)
	



7.2	Solution

Note:	Due	to	the	non-
linear	transformation	on	
the	data	from	the	kernel	
function,	there	is	no	
linear	hyperplane	that	
can	be	drawn



Questions


