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network with skip connections
 Mini-batch Stochastic Gradient Descent
; using Adam optimization
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BCE loss = —(y xlog(p) + (1 — y) * log(1 — p))
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* Binary Cross Entropy loss
m « Batch size varied from 1 — 32
* Learning rate of 0.01
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