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OVERVIEW

Strong opposition against, the use of body scanners .
by TSA led to court proceedings from 2008 — 2017.

Last year TSA made the use of body scanners
mandatory for all travelling passengers. For detection .
of non metallic and odorless threats.

People still opt for Pat downs over the body scanners
due to concerns over privacy infringement and

Threat Detection Using AlexNet on TSA scans

DATA

1147 Projected Image Angle Sequence Files (.aps)

Each File: 16 2D Frames Equally Spaced in Angle

The body is divided into 17 regions to make the

Implementation faster

Region
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Threats

133
126
104
108

Total

1147
1147
1147
1147

Percent

11.595466
10.985179
9.067132
9.415867

*The images were then randomly flipped on their axes to prevent
bias

*\We used smoothing In region 5 to blur out the faces because we
realized that the faces were causing inaccuracies in detection.
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RESULTS
*The sample size for region 5 is 212 and region 17 is 190.

*The aspect ration was sample size*0.8 for the Test data and
sample size*0.2 for the validation
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DISCUSSION

 Inregion 5 we achieved 20% log loss error using AlexNet without
smoothing. It Iimproved to 12% after smoothing.

 For section 17 we achieved 05% log loss error.

e This difference was faced due to the interference of the facial features
IN section 5.
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* |Inthe MATLAB implementation of AlexNet, the 8 of layers
are sub-divided into 25 layers
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