
Exploring the earth with seismic noise: Anthropogenic 
and exogenic noise sources

• Noise is full of information. 
• Think of characterizing a dark room
• My focus is on extracting information from noise 

(acoustic, seismic, EM) with the help of signal 
processing, compressive sensing,  and machine 
learning.
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Noise observation on seismic sensor array
March 5—12, 2011:  3TB, 5200 Stations in Long Beach, California

Based on paper: Riahi and Gerstoft, Signal Processing, 2017Murphy: “The best way to make 

Geophones samples at 250 Hz for 6 months
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Our motivation: Long Beach (CA) array

Riahi & Gerstoft (2015), Geophys. Res. Lett.
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Oil industry dataset offers insight into 
urban noise sources:
ü 5200+ sensors (GPS equipped nodes)
ü Covers 70 km2 of urban area
ü Spacing ~100 m
ü 1 week ambient vibrations

High attenuation in data.
Very limited knowledge about near-
surface seismic propagation parameters.

STFT Spectrogram

Seismic power
(1sec snapshot)



Noise Tracking of Cars/Trains/Airplanes

5200 element Long Beach array (Dan Hollis)

Riahi, Gerstoft, The seismic traffic footprint: Tracking trains, aircraft, and cars seismically, GRL 2015 
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Power spectra

5

10 20 30 40 50 60 70 80 90 100 110

−80

−70

−60

−50

−40

−30

−20

15 m from track
 

 A
Metro train passage
Background

10 20 30 40 50 60 70 80 90 100 110

−80

−70

−60

−50

−40

−30

−20

155 m from track
 

 B
Metro train passage
Background

10 20 30 40 50 60 70 80 90 100 110

−80

−70

−60

−50

−40

−30

−20

Frequency [Hz]

Po
w

er
 [d

B
]

 

 
C

Aircraft passage
Background

10 20 30 40 50 60 70 80 90 100 110

−80

−70

−60

−50

−40

−30

−20

Frequency [Hz]

 

 
D

Vehicle passage
Background

Frequency [Hz] Frequency [Hz]

Seismic intensity can be used as source 
proximity indicator

Se
is

m
ic

 in
te

ns
ity

 [d
B]

−35

−30

−25

−20

−15

−10

−5

d
B

Long Beach

118.20˚W

118.20˚W

118.17˚W

118.17˚W

118.14˚W

118.14˚W

33.75˚N 33.75˚N

33.78˚N 33.78˚N

33.81˚N 33.81˚N

33.84˚N 33.84˚N

2 km

N

Downtown LB

Anaheim
 St

Pacific
 Cst H

wy

Willo
w St

Wardlow

M
e
tr

o

Runway

I−405

15 m from track 155 m from track

Riahi, 2015



Long Beach Blue Line Metro
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Geophysical Research Letters 10.1002/2015GL063558

Figure 1. Snapshot of seismic noise power on Monday, 7 March at 17:36 h local time (averaged over 1 s), dB scale relative
to (m/s)2/Hz. The green paths indicate the Blue Line Metro track (black diamonds are metro stations), the I-405 highway,
and a Long Beach Airport runway. Geophone locations (green triangles) and the grid of major roads (gray paths) are
indicated.

100 m apart and recorded with a sampling frequency of 250 Hz. We analyze 1 week of the data in 2011 from
5 March at 16 h to 12 March at 8 h (161 h, time indications always refer to local time).

We use a section of the Metro Blue Line (roughly between Wardlow Station and Pacific Coast Highway
Station) to illustrate our processing workflow. In the first step all receivers within 105 m of the metro track
are selected. The velocity recordings u(t) are converted to time series of seismic power, P(t):

P(t) = 1
2K + 1

K∑
k=−K

u2(t + k ⋅ Δts) , (1)

where Δts is the sampling period and T = (2K + 1)Δts = 1 s is the window size and also chosen as the sam-
pling period for the power (Figure 2a). The full frequency content of the geophone recordings is therefore
considered (5–125 Hz). Second, we normalize P(t) to have a standard deviation of one, Pa(t) = P(t) − !∕",
where ! and " are sampling mean and standard deviation of P(t) over the analysis period (typically less
than 1 h). This step equalizes the time series variations among the traces and thus mitigates the effect of
extremely noisy locations. Third, we compute a moving average with window length TMA = (2L − 1)T = 30 s
and subtract it from Pa(t):

Pb(t) = Pa(t) − 1
2L − 1

L∑
l=−L

Pa(t + l ⋅ T) . (2)

This enhances variations in seismic power at time scales below TMA such as passing vehicles while also
reducing weakly varying portions such as continuously running machinery (see Figure 2b). In the fourth step
the time series are spatially interpolated to a location x along the track using a distance-inverse weighting:

Pb(x, t) =
∑

|x−xi|<r

wi ⋅ Pb(xi, t) , (3)

RIAHI AND GERSTOFT ©2015. American Geophysical Union. All Rights Reserved. 2
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Figure 4. Seismic power measured along the metro track during rush hour on 7 March from 17 to 18 h. (a) Raw seismic
power is compared to (b) the spatiotemporally filtered version. The metro enters the array from the north (0 km), proceeds
to the downtown Long Beach loop at 6.6 km, and leaves the loop again at 9.3 km to travel back northward. Black lines
indicate metro stations along the track. The red circle in Figure 4b indicates a section that is visible as slightly elevated
levels on the power snapshot map in Figure 1(north of Pacific Coast Highway Station).

4. Long Beach Airport Runway

Next we describe how aircraft motion can be extracted from runway sensors, allowing to estimate
some runway velocities. The analysis includes 74 receivers within a 105 m distance of the main
southwest-to-northeast runway at Long Beach Airport. Seismic power is computed from 21 to 22 h on
Sunday, 6 March, and shown in Figure 5a. Stationary and continuous noise is a common occurrence in the
airport seismic power measurements, but some weak subvertical streaks are visible that hint at aircraft
motion.

To account for the faster velocities expected on an airport runway, the power sampling period is reduced
to 0.5 s and the spatiotemporal filtering is adapted for velocities between 10 and 200 m/s and a higher
threshold value of 3 dB is used due to the increased signal-to-interference ratio near the runway. The
processed seismic power is shown in Figure 5b: four large and five smaller streaks are clearly visible. The PSD
of these passing aircraft are compared with background noise in Figure 3c for a receiver half-way down the
runway (red circle in Figure 1). A strong power increase between 10 and 20 dB is observed over 5–110 Hz,
confirming that the full-frequency band can be used.

Two portions of the data in Figure 5b are shown in Figures 5c and 5d: the more and less elongated features
show an accelerating and decelerating pattern, respectively, identifying these events as departing and
landing aircraft. We compute a least squares fit of a constant acceleration model (x = 1

2
at2 + v0t + x0)

to these events. For the departing aircraft we estimate an acceleration of 1.0 m/s2 and takeoff velocity of
80 m/s (about 288 km/h). The landing aircraft has an estimated acceleration of −1.8 m/s2 and touchdown
velocity of 69 m/s (about 248 km/h). Note that the above measurements are based on a subjective assess-
ment about when a substantial amount of seismic energy emerges (red circles in Figures 5c and 5d) and
should be interpreted with caution. The range of effective takeoff and touchdown velocities depends on
many factors such temperature, wind, aircraft type, aircraft weight, and flap position. While these factors
are unknown, the observed velocities are reasonable and could correspond to, e.g., an Embraer 175 under
normal circumstances.
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100 m apart and recorded with a sampling frequency of 250 Hz. We analyze 1 week of the data in 2011 from
5 March at 16 h to 12 March at 8 h (161 h, time indications always refer to local time).

We use a section of the Metro Blue Line (roughly between Wardlow Station and Pacific Coast Highway
Station) to illustrate our processing workflow. In the first step all receivers within 105 m of the metro track
are selected. The velocity recordings u(t) are converted to time series of seismic power, P(t):

P(t) = 1
2K + 1

K∑
k=−K

u2(t + k ⋅ Δts) , (1)

where Δts is the sampling period and T = (2K + 1)Δts = 1 s is the window size and also chosen as the sam-
pling period for the power (Figure 2a). The full frequency content of the geophone recordings is therefore
considered (5–125 Hz). Second, we normalize P(t) to have a standard deviation of one, Pa(t) = P(t) − !∕",
where ! and " are sampling mean and standard deviation of P(t) over the analysis period (typically less
than 1 h). This step equalizes the time series variations among the traces and thus mitigates the effect of
extremely noisy locations. Third, we compute a moving average with window length TMA = (2L − 1)T = 30 s
and subtract it from Pa(t):

Pb(t) = Pa(t) − 1
2L − 1

L∑
l=−L

Pa(t + l ⋅ T) . (2)

This enhances variations in seismic power at time scales below TMA such as passing vehicles while also
reducing weakly varying portions such as continuously running machinery (see Figure 2b). In the fourth step
the time series are spatially interpolated to a location x along the track using a distance-inverse weighting:

Pb(x, t) =
∑

|x−xi|<r

wi ⋅ Pb(xi, t) , (3)
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Watching airplanes with your feet (ears?)
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Figure 5. (a) Raw seismic power measured along the runway from southeast (0 km) to northwest (3.3 km). (b) Processed
seismic power. (c) Zoom-in on an aircraft taking off toward northwest (accelerating at 1.3 m s−2, left red box in Figure 5b)
and (d) landing from southeast (acceleration of −1.5 m s−2, right red box in Figure 5b). Dashed line in Figures 5c and 5d is
a fitted acceleration parabola.

During the 161 h that were analyzed there were a total of 297 departures and 314 arrivals with signatures
similar to the ones shown in Figures 5c and 5d. The runway statistics for the analyzed period are no longer
available, but the airport is used by many small aircraft which may not have been detected by this analysis.

5. Traffic

Using data from a single acoustic recording it has been shown that overall traffic density at a point in a
highway can be accurately estimated [Tyagi et al., 2012]. We apply our workflow on the 7.3 km section of the
I-405 highway that crosses the Long Beach array to assess how well individual vehicles may be identified
using our workflow. For the most part that highway section carries two-way traffic on 10 lanes and traffic
density and velocity should vary strongly over the day. There are 97 receivers within 105 m to the lateral cen-
ter of the highway, leaving about 13 sensors for every kilometer of highway. Seismic power is interpolated to
the center of the highway, and the separation of eastward and westward moving sources is attained using
the spatiotemporal filter.

Figure 6a gives filtered seismic power computed for eastward traveling sources on the highway at night
(0 km is to the east). The same parameters are used as for the Metro case, except the dynamic range is con-
strained to 30th–80th percentiles. There are isolated, regularly moving sources that cross the entire highway
section uninterrupted. A histogram of measured velocities from 25 such events is shown in Figure 6b. The
observed average velocity is 26 m/s (58 mph) with standard deviation 2 m/s (4 mph) which is close to
the speed limit of 55 mph for trucks and some special vehicles, implicating such vehicles as vibrationally
dominant sources on the highway. The PSD of these passing vehicles is compared with background noise
in Figure 3d for a receiver 30 m from the highway shoulder. As with the metro and airport examples, a
broadband power increase is observed.

RIAHI AND GERSTOFT ©2015. American Geophysical Union. All Rights Reserved. 6

(b) Processed seismic power. (c) Zoom-in on an aircraft taking off toward northwest (accelerating at 1.3 m s−2, left red box in 

Raw seismic power

Processed seismic power.

Landingtaking off

Seismic power on runway

Riahi, 2015



Observing the I-405
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Seismic power for traffic monitoring
Geophysical Research Letters 10.1002/2015GL063558

Figure 6. Processed seismic power along the I-405 highway filtered for eastward moving sources on (a) Tuesday night
between 01:45 and 02:15 h, and (c) Monday afternoon between 17:15 and 17:45 h. (b) Histogram of velocities of sources
in Figure 6a. The average velocity is 26 m/s (58 mph).

Filtered seismic power during Monday rush hour is mostly cluttered (Figure 6c). Intriguingly, there are
still some isolated sources visible that move uninterrupted for about 0.5–2 km through the highway. The
velocity for eight such sources is measured and yields an average of 25 ± 3 m/s (57 ± 6 mph). These sources
may be due to trucks or vehicles moving along special lanes reserved for high-occupancy vehicles on the
studied section of the highway. The true cause cannot be verified because no traffic data are available for
this time period.

6. Conclusions

We have studied traffic-related seismic vibrations measured by an urban geophone network with a spacing
slightly shorter than a typical city block dimension. The spatiotemporal structure of vibrational intensity
allows us to measure a metro train schedule, compute runway statistics and aircraft motion parameters, and
even track larger vehicles on a highway at night.

Seismic power is used here as an indicator for source proximity because in most cases this attribute is
sufficient and robust when the source is within a receiver spacing from the source. Although this limits
resolution to about half the sensor spacing, it does enable the tracking of strong moving sources over
several receiver spacings even in the presence of many interferers. This could be further exploited for
real-time traffic monitoring since seismic power is easily computed and transmitting it requires low band-
width (about one measurement per second). As seismic data are becoming more common, they may
therefore be a useful source for large-scale traffic monitoring, in particular since they are less sensitive to
weather and low visibility.
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LOCATING WEAK SOURCES
USING GRAPH SIGNAL PROCESSING

Riahi, Gerstoft (2017), Using Graph Clustering to Locate Sources 
within a Dense Sensor Array, Signal Processing 2017,



f = 750 
Hz

Graph Signal Processing for locating a source
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Location 1: Prince - “Sign o’ the times”

Location 2: Otis Redding - “Hard to handle”

Spectral coherence 
between i and j

i j

(Normalization: 
|X(f,t)|2=1)

30-microphone array

Riahi 2017

unsupervised



Statistically significant entries 
=> Connectivity matrix

|Cij|
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f = 750 Hz

Each group is spatially 
coherent. But no temporal 

correlation between 
groups (i.e. different 

source)

• Each sensor is a node in the graph.
• If nodes i and j are significantly correlated 

|Cij|>ξ, then they share an edge.



Two sources in the network
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Statistically significant entries 
=> Connectivity matrix

Connected subgraphs:
5 nodes and 9 edges

8 nodes and 20 edges

Graph with 30 nodes

• Each sensor is a node in the graph.
• If nodes i and j are significantly correlated 

|Cij|>ξ, then they share an edge.
• A subgraph has high spatial coherence across 

a subarray (=> likely a source nearby).

Riahi 2017
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Aliased 
energy

12 Hz

Helicopter rotor noise (seismo-acoustic coupling)
Several peaks consistent with helicopter rotor harmonics 
(20-100 Hz). 
Doppler shift 
fhigh/flow=(v0+v)/(v0-v)≈1.4 i.e. v≈250 km/h
Speed over ground 7km/2min=210km/h

✓ Rotor frequencies

✓ Doppler frequency shift

✓ Movement in map

47 Hz



Matched-field processing
47Hz, c0=340 m/s

Matched-field processing
• Wavelength = 340/47 = 7 m
• Long Beach min. station spacing ≈70 m
• Seismic medium heterogeneities unknown.

45-48 Hz machinery noise visible on several 
receivers

Location of 
mutually coherent 

receivers

Example: Urban sounds…rotating machinery
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10-19Hz 40-49Hz

Clusters on March 10

Based on 9400 time windows x 10 frequency bins.
Each dot is the center of a cluster. 90% of the clusters cover <1.5% of the area.
Few false detections 450’000 sensor clusters detected in total

pump jacks and drill rigs
2: Pumping facility

Long Beach light rail
(Blue Line Metro)

airport

Golfcourse

Riahi, Gerstoft, Signal Processing 2017 
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Conclusions
ü Pair-wise coherence defines a network across array sensors.

ü Weak within-array sources induce topology on that network.
This topology is used to approximately localize weak sources.

ü Model-free approach

ü Tested on large-scale empirical geophone data
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Constructing Greens Functions from noise
Vibro-source From ambient noise



Rickett and Clearbout 1999; Weaver and Lobkis, 2001

( , , ) ( , ) ( , )A B A BG t v t v tµ - *x x x x

The Green’s function emerges from the cross-correlation of the diffuse wave field at 
two points of observation:

Coherent signals from noise data

“By cross-correlating ambient noise recorded at two 
locations, the Green’s function between these two 
locations can be reconstructed”. (Claerbout 1999,  
Weaver 2001.)



Seismic interferometry and in southern California

Time (s)

R
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ge
 (k

m
) Moveout velocity 2.8 km/s

Result of noise cross correlation
order with range 

Individual paths have different travel time=> tomograpghy

Threshold 

Bandpass filter 

150 Stations 
~11000 station pairs

30 Days of continuous data

Sabra, GRL 2005; Gerstoft, Geophysics 2006



2D variations of the noise Rayleigh wave



A

B
C

D

Low Velocity Region~Sedimentary basins A: San Joaquin, 
B: Ventura, C: L.A., D: Salton Sea

Ambient noise Surface wave Tomography 

3D Earth model 

Topographic map

Sabra, GRL 2005,
Gerstoft  et al 2006 

One month of ambient noise can replace 10 
years of earthquake tomography!

Tomographic map
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Sources yielding constant time-delay τ lay on same hyperbola

τ=0

τ=L/c

-L/c +L/c
τ0

2→1 1→ 2

*

Free space noise correlation (3D)

C12(τ)

C12 (τ ) = P(r1,t) P(r2 ,t + τ )d t.
−∞

∞

∫
dC12 (τ )
dτ

∝ −G(t) +G(−t)
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-dC/dt filt

Time (samples)

C, dC/dt,  band-limited signal

With  cross-correlation process the phase of the source signal is removed,  
→Arrival time is given by the center of the pulse (envelope maximum)

Isotropic noise distribution → Symmetric Correlation function.

Free space
Green’s 
function

Bw=0.1-0.2Hz 

Bw=0.1-0.2Hz 

-dC/dt ~ G(t)-G(-t)



Siderius et al., JASA  2006,
Gerstoft et al., JASA 2008, 
Harrison, JASA 2009, 
Traer et al., JASA 2009, 2010, 2011
Siderius et al., JASA 2010

B1

B2

Using ambient noise on a 
drifting array we can map the 
bottom properties

Passive fathometer



Ambient noise 50-4000 Hz Boomer

Passive fathometer

Adaptive processing gives better resolution of reflections

Siderius et al., 2009



Sparse models and dictionaries
• Sparse modeling assumes each signal model can be reconstructed from a 

few vectors from a large set of vectors, called a dictionary D
• Adds auxiliary sparse model to measurement model

• Optimization changes from estimating m to estimating sparse coefficients x

dictionary

error

• Sparse objective:



Dictionary learning and sparsity

"Natural" images, patches shown in magenta Learn dictionary D describing

• Dictionary learning obtains "optimal" sparse modeling dictionaries directly from data
• Dictionary learning was developed in neuroscience (a.k.a. sparse coding) to help 

understand mammalian visual cortex structure
• Assumes (1) Redundancy in data: image patches are repetitions of a few elemental 

shapes; and (2) Sparsity: each patch is represented with few atoms from dictionary

Olshausen 2009

• Each patch is signal
• Set of all patches

Sparse model for patch      composed of few atoms from D

Bianco 2018, 2019

unsupervised



Checkerboard dictionary example

Dictionary

10x10 pixel patchesSlowness

Natural image

Bianco 2018, 2019



Pixels and “patches”

LST slowness image and sampling

Slowness map and sampling:
• Discrete slowness map  N=W1 x W2 pixels 
• overlapping                   pixel patches
• M straight-ray paths

“Local” model

“Global” model

Tomography matrix
(straight ray)

Slowness dictionary

Slowness map and 
measurements
- stations in red
- rays in blue

Bayesian formulation



LST versus conventional tomography
Both use same travel times (from Fan-Chi Lin), 

33

each location by five cubic B-splines as shown in Figure 8a. In the
inversion, we fix theVP∕VS ratio and the density models (Figure 8b)
and only perturb the shear velocity model. We minimize the misfit
between observed and predicted dispersion curves (Herrmann and
Ammon, 2002) through a steepest descent nonlinear inversion
method (Lin et al., 2012). A half-space model beneath 1-km depth
is used. Tests show that small changes in the VP∕VS ratio and den-
sity models do not change the inverted shear velocity model signifi-
cantly. Figure 7b shows the inverted shear velocity models for the
two sample locations, and the predicted dispersion curves are shown
in Figure 7a.

RESULTS AND DISCUSSION

3D model

The compilation of all the inverted 1D models at different
locations is used to construct the 3D model. The shear velocity
model at three different depths is shown in Figure 9, where the aver-
age 1D model for the whole area is shown in Figure 10a. In general,

at 100-, 300-, and 650-m depths, the model shows very similar
velocity patterns as observed in Rayleigh wave phase velocity maps
at 2, 1, and 0.67 Hz, respectively (Figures 5 and 6). This is expected
considering the depth sensitivity kernels of the Rayleigh waves
(Figure 10b).
At shallow depths (<100 m; e.g., Figure 9a), a clear north–south

dichotomy with the transition near the Newport-Inglewood fault is
observed. The velocity difference, slow in the south and fast in
the north, can be due to the difference in geologic history and
the aquifer system separated by the fault zone. The Newport-
Inglewood fault zone is a right-lateral transpressional system, which
manifests itself as a line of hills on the earth surface and is a natural
geologic boundary in the area (Wright, 1991; Wesnousky, 2005). At
greater depths (>200 m; e.g., Figure 9b and 9c), a fast anomaly
associated with the Newport-Inglewood fault system starts to
emerge likely related to deeper earth material exhumed due to
the deformation process. Figure 11 shows three north–south cross
sections of the model. A clear north–south dichotomy in the top
100 m is again evident. Spatial variations of the fault-related fast
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virtual sources. The number of virtual sources in each plot is shown on the top. Besides N equals to 5204, where all stations are used, the
triangles in the lower plots show the virtual source locations used.
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each location by five cubic B-splines as shown in Figure 8a. In the
inversion, we fix theVP∕VS ratio and the density models (Figure 8b)
and only perturb the shear velocity model. We minimize the misfit
between observed and predicted dispersion curves (Herrmann and
Ammon, 2002) through a steepest descent nonlinear inversion
method (Lin et al., 2012). A half-space model beneath 1-km depth
is used. Tests show that small changes in the VP∕VS ratio and den-
sity models do not change the inverted shear velocity model signifi-
cantly. Figure 7b shows the inverted shear velocity models for the
two sample locations, and the predicted dispersion curves are shown
in Figure 7a.

RESULTS AND DISCUSSION

3D model

The compilation of all the inverted 1D models at different
locations is used to construct the 3D model. The shear velocity
model at three different depths is shown in Figure 9, where the aver-
age 1D model for the whole area is shown in Figure 10a. In general,

at 100-, 300-, and 650-m depths, the model shows very similar
velocity patterns as observed in Rayleigh wave phase velocity maps
at 2, 1, and 0.67 Hz, respectively (Figures 5 and 6). This is expected
considering the depth sensitivity kernels of the Rayleigh waves
(Figure 10b).
At shallow depths (<100 m; e.g., Figure 9a), a clear north–south

dichotomy with the transition near the Newport-Inglewood fault is
observed. The velocity difference, slow in the south and fast in
the north, can be due to the difference in geologic history and
the aquifer system separated by the fault zone. The Newport-
Inglewood fault zone is a right-lateral transpressional system, which
manifests itself as a line of hills on the earth surface and is a natural
geologic boundary in the area (Wright, 1991; Wesnousky, 2005). At
greater depths (>200 m; e.g., Figure 9b and 9c), a fast anomaly
associated with the Newport-Inglewood fault system starts to
emerge likely related to deeper earth material exhumed due to
the deformation process. Figure 11 shows three north–south cross
sections of the model. A clear north–south dichotomy in the top
100 m is again evident. Spatial variations of the fault-related fast
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Noise monitoring Ross Ice Shelf, Antarctica

(PIG) ice shelf from January 2012 to December 2013
(Christianson and others, 2016) were used for comparative
analyses. This seismic array was ∼20 km from the PIG
front, with station separation ∼2 km. These data allow com-
parison of the response of a large ‘stable’ ice shelf (the RIS) to
the much smaller less ‘stable’ PIG ice shelf. There are signifi-
cant differences in size, ice flow speed and thinning rate of
RIS and PIG. Seismic comparisons between the two shelves
will show whether they have a different response to
gravity-wave forcing, which can be used to estimate and
compare their properties. The smaller station separation of
the PIG array presented the possibility of detecting higher-fre-
quency shorter wavelength signals than the RIS array.
However, the few stations and a small aperture of the PIG
array preclude a detailed comparisonwith the RIS array results.

In this paper, we first introduce the geometry of the RIS
and the PIG ice shelf. Then we introduce plate wave theory
and discuss the generation mechanism. A swell event

impacting the RIS during austral summer when sea ice was
absent is then analyzed from both observational and theoret-
ical perspectives. Beamforming and cross-correlation techni-
ques are employed to obtain the signal propagation direction
and the dispersion relation, which indicate the wave types
and ice shelf elastic properties. Principal component analysis
quantifies particle motion characteristics, which assist in the
identification of the wave types. Finally, plate waves
observed on the PIG ice shelf are discussed and compared
with RIS observations.

2. STUDY REGIONS

2.1. RIS
RIS ice thicknesses are 240–340 m at the ice front, and
increase up to 700–800 m near the grounding zone
(Fretwell and others, 2013). The geometry of a cross-section

Fig. 1. (a) The RIS seismic stations (triangles) superimposed on the bed elevation map (Fretwell and others, 2013), with the center station DR10
(yellow), extended center subarray (red) and other stations (black) indicated. The RIS is bounded by the grounding line (brown line) and the ice
front (blue line). An expanded view of the dense center subarray (orange box) is shown in the right inset, where the contours of distance to
DR10 are shown (black circles). (b) Cross-section along the 180° meridian (Fretwell and others, 2013). DR02 is off the ice front because the ice
front has moved northward, but the ice thickness model has not been updated.
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Plate waves simulated

ice properties given in Table 1. The source function is a
Ricker wavelet centred at 50 mHz, representing 20 s period
ocean swell impacting the RIS. Since we are dealing with
long-wavelength seismic waves (>3 km), the small-scale
structure should not have a significant effect on seismic
wave propagation in the frequency bands studied. For
example, the surface firn layer thickness is of the order of
50 m (Diez and others, 2016), which will have minimal
effect in the frequency bands investigated. However, as has
been shown by variable ice shelf responses in observations
(Bromirski and others, 2017) and modeling (Sergienko,
2017), ice shelf and sub-shelf water layer thicknesses can
have a significant effect.

For the VIV model, non-dispersive fundamental exten-
sional Lamb waves S0 traveling at 2.67 km s−1 can be identi-
fied (Fig. 4a), consistent with the theoretical dispersion curve
of the S0 mode (Fig. 2b). The wave amplitude decreases with
the range due to geometrical spreading. Fundamental flex-
ural Lamb waves A0 are highly dispersive near the 50 mHz
source frequency selected (Fig. 4c), with phase speed of
0.27 km s−1 that is roughly consistent with the theoretical
value for the A0 mode (Fig. 2a).

For the AIW model, the extensional Lamb waves, S!0, are
observed for the AIW model with the same phase and
group speeds and similar attenuation as S0 for VIV (Fig. 4a,
b; green dashed lines), showing that the water layer has
little effect on extensional motions. The flexural Lamb

waves, A!
0, are observed for AIW but have lower amplitude

than A0 for VIV due to energy coupled into the water layer
(Fig. 4c,d). The phase speed of A!

0 cannot be identified due
to dispersion and low amplitude.

3.2. Flexural-gravity waves and Flexural waves
At lower frequencies (<20 mHz), the gravity restoring-force
effect is non-negligible, making it an inappropriate problem
for OASES, as the effect of gravity is not included in
OASES. However, an analytical solution for low-frequency
flexural motions can be obtained by assuming a rigid bed
below the water layer, i.e. the air-ice-water-bed (AIWB)
model (Fig. 3), and a thin-plate model (plate thickness≪ flex-
ural-gravity-wave wavelength). Equations of the velocity
potential field in water are constructed with ice-water bound-
ary conditions on top and no vertical displacement at the
bottom, yielding flexural-gravity waves excited at the ice/
water interface. There are two traveling modes, four
damped traveling modes and an infinite number of evanes-
cent modes (Fox and Squire, 1991). Traveling modes can
be extracted by array coherence analysis. Because of the
rapid attenuation of damped and evanescent modes with dis-
tance from the ice front, these modes contribute to relatively
stronger vibrations only at the ice front. Although evanescent
modes do not propagate efficiently, they are important in
gravity-wave energy reflection and transmission. At higher

Fig. 4. Synthetic seismograms of the (a,b) horizontal (radial) component and (c,d) vertical component on the ice layer surface in model VIV (a,
c) and AIW (b,d). The source function is a Ricker wavelet centered at 50 mHz, with a horizontal point force in (a,b) and vertical point force in
(c,d). The normalizations for horizontal motions in (c) and (d) are 10 times those of (a) and (b). P-wave speed (cP, red solid), S-wave speed (cS,
green solid) and fundamental free-space Lamb-wave phase speeds (cLS0 and cLA0 , green dashed) at 50 mHz are indicated.
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particle motions of S0 and A0 modes are determined from the
modified solutions of Viktorov (1967, Eqn (II.21) and (II.22))
as

US0 ¼ AkS
k2LS0 " k22
k2LS0 þ k22

1
kSh

sinðkLS0x" ωtÞ;

WS0 ¼ AkS
k2LS0 " k22
k2LS0 þ k22

k1z
kSh

cosðkLS0x" ωtÞ;

ð4Þ

and

UA0 ¼ BkS
kSz
2

sinðkLA0x" ωtÞ;

WA0 ¼ BkS
kS

2kLA0

cosðkLA0x" ωtÞ;
ð5Þ

where kLS0 and kLA0 are the wavenumbers of the fundamental
S0 and A0 modes of the Lamb waves. The parameters A and B
are constants that are determined by the particle motion
amplitude, while ω is the angular frequency.

According to Eqns (4) and (5), for a thin plate (kSh≪ 1),
horizontal displacements (extensional motions) are dominant
for the S0 mode, while vertical displacements (flexural

motions) are dominant for the A0 mode. In addition, the par-
ticle motions of S0 and A0 modes are both retrograde. But
these retrograde motions are difficult to observe since the
ellipticity is very high, and thus background noise may over-
whelm displacements along the minor axis.

For ice shelves, where flexural motions of the ice are
coupled to motions of the water layer, the dispersion
curves are different from the free-space Lamb wave disper-
sion curves. The extensional motions of the RIS have small
vertical displacements and are minimally affected by the
ice-water coupling, thus should be close to the free-space
S0 mode, represented by S&0. In contrast, the flexural
motions in the RIS might be appreciably different than the
free-space A0 mode, represented by A&

0. Synthetic modeling
is necessary to assess the coupling effects on the flexural
motions.

3.1.3. Synthetic modeling
To explore the effects of the components of the air-ice-water
(AIW) system representative of seismic wave propagation on
the RIS, synthetic seismograms were computed for VIV and
AIW models (Fig. 3). The modeling was implemented using
OASES, a seismo-acoustic package (Schmidt, 2004), with

Fig. 2. (a) Dispersions curves of free-space Lamb waves for Poisson’s ratio ν= 0.3. The horizontal axis is the product of the S-wave
wavenumber kS and the half plate thickness h, with the vertical axis the Lamb-wave phase speed cL normalized by S-wave speed cS. The
low-frequency part of the curves (kSh< 0.12, left of the black dashed line) resulting from low-frequency gravity-wave forcing applies to
the RIS observations. (b) Dispersion curves of free-space Lamb waves in the vacuum-ice-vacuum (VIV) model (see Fig. 3).

Table 1. Model parameters. The parameters cP, cS, and ρ denote the
P-wave speed, S-wave speed and density of each layer. Parameters
for air are for dry air at 15 °C at sea level. The cP and cS values of
(intact) ice are calculated from Young’s modulus E= 6 GPa and
Poisson’s ratio ν= 0.3. Parameters for water are the approximate
values for sea water. The bed properties for modeling S&0 and A&

0
with OASES are those of the uppermost solid layer of PREM
(Dziewonski and Anderson, 1981). The bed is assumed rigid to
obtain a simpler analytical solution of flexural-gravity waves (Fox
and Squire, 1990)

cP (m s−1) cS (m s−1) ρ (kg m−3)

Air 340 0 1.225
Ice 2959.0 1581.6 922.5
Water 1500 0 1025
Bed (S&0, flexural wave) 5800 3200 2600
Bed (flexural-gravity wave) ∞ ∞ ∞

Fig. 3. Model geometry for vacuum-ice-vacuum (VIV), air-ice-water
(AIW), and air-ice-water-bed (AIWB) cases. The layer properties are
given in Table 1.
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for air are for dry air at 15 °C at sea level. The cP and cS values of
(intact) ice are calculated from Young’s modulus E= 6 GPa and
Poisson’s ratio ν= 0.3. Parameters for water are the approximate
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(Fig. 6d). Although extensional Lamb waves were observed
on the radial component in the beamforming analysis, coher-
ent flexural waves were not observed on any component in
this band, suggesting that the spectral peak of the vertical
component was due to loss of flexural wave coherence.
Based on the dispersion curves in Fig. 5a, the wavelengths
of the flexural waves (purple) in the 20–100 mHz band are
2.8–5.3 km (280 m s−1/100 mHz= 2.8 km, 106 m s−1/20
mHz= 5.3 km), while the wavelengths of the flexural-
gravity waves (green) at 3 mHz (not shown) are ∼22.2 km
(66.6 m s−1/3 mHz= 22.2 km). The shorter wavelengths in
the 20–100 mHz band resulted in the flexural waves being
less coherent in that frequency band, likely in part a conse-
quence of the larger station spacing (5–20 km) compared
with the signal wavelengths.

Beamforming analysis for the 28 strongest swell events
from January to October 2015 indicates that flexural-gravity
waves were always observed below 20 mHz, with exten-
sional Lamb waves occurring above 20 mHz. OASES model-
ing (Fig. S4) shows that both flexural waves above 20 mHz
and extensional Lamb waves below 20 mHz can propagate
in a 300 m ice layer coupled with a 400 m water layer
above the seafloor, the AIWB model (Fig. 3). Therefore, the
dominance of a particular wave type was likely due to the
ice-water coupling described in the plate wave generation

mechanism rather than due to the model structure constraints
on wave propagation.

As an additional verification, north-south (NS) and west-
east (WE) subarrays are chosen to study the wave propaga-
tion direction and group speed with cross-correlation.
Below 5 mHz, the dominant coherent signal, flexural-
gravity waves, were non-dispersive. In other words, group
speed was equal to phase speed and was constant in this
band. A coherent signal propagating southward at ∼66 m
s−1 group speed was indicated by the 2–4 mHz filtered
CCFs of the LHZ and LHN components (Fig. 9a,b), consistent
with the beamforming analysis. In the 20–100 mHz band, the
dominant coherent signal, extensional Lamb waves, were
non-dispersive. A coherent signal propagating southward at
∼3.2 km s−1 was indicated by the 20–100 mHz filtered
CCFs of the LHN component (Fig. 9c), consistent with the
beamforming analysis. No coherent signal was observed in
the west-east direction (Fig. 9d). The high peaks of CCFs
with small station separations are due to waveform similarity
at nearby stations.

5.1.3. Particle motion
The azimuth, incident angle and ellipticity of the maximum
particle motion polarization during the swell event was

Fig. 6. RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February, 2015: (a) 4-day seismograms at DR02 (bandpassed
30–100 mHz). (b) RMS of the vertical displacements at DR02 (bandpassed 30–100 mHz) in February 2015. RMS window length is 4096 s. (c)
Displacement spectrogram at DR02. The dispersion trend slope (red dashed) indicates a source distance of ∼2000 km. (d) Displacement
spectrum at DR02 (blue), DR10 (orange) and DR16 (green) from 19 February 02:00 to 21 February 10:00. The vertical LHZ and
horizontal LHN and LHE components are indicated in each subplot.
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obtained for DR02, DR10 and DR16 (Fig. 10), which were
∼2 km, ∼100 km, ∼300 km south of the ice front, respect-
ively. Particle motions at non-ice-front stations (e.g. DR10,
DR16) had the following patterns: (1) The source azimuth
was northerly, changing from NNE to NNW with increasing
frequency in the 20–100 mHz band, consistent with the
beamforming analysis and with the expectation that swell
impacting the shelf front excites these signals. (2) Below

10 mHz, incident angle variability indicates that the
maximum polarization was horizontal, due to coupling
with the shallow-water gravity waves that have mostly
horizontal particle motions. In the 20–100 mHz band, the
maximum polarization was horizontal, characteristic of
extensional Lamb waves. Estimates of the incident angle
(Fig. 10b) in the 10–20 mHz band at DR10 have a wide
range, possibly indicating a transition band between flex-
ural-gravity wave domination and extensional Lamb wave
domination. (3) Ellipticity analysis (Fig. 10c) indicates that
the maximum polarization was an oblate ellipse both
below 10 mHz and in the 20–100 mHz band. Combining
the ellipticity and incident angle distributions, the major
axis of the oblate ellipse was horizontal in both frequency
bands. In the 10–20 mHz band, the polarization was close
to circular as a result of low signal-to-noise-ratio that affects
horizontal/vertical ratios in the transition band.

Particle motions at ice-front stations (e.g. DR02) differed
from those at non-ice-front locations in the following
respects: (1) The source azimuth cannot be constrained
well at the ice front and (2) the maximum polarization was
vertical in the 20–100 mHz band at the ice front. Both obser-
vations could be the effect of the evanescent modes and/or
the damped traveling modes of flexural-gravity waves that
were not observed at non-front stations.

These observations indicate that the dominant signal propa-
gated roughly north to south, away from the shelf front.
Therefore, linear, prograde and retrograde particle motions
correspond to 0, negative and positive phase difference
between the vertical component and the north component,
respectively. This vertical-north phase difference was fre-
quency dependent, shown in Fig. 11. The positive phase differ-
ence in the 1–10 mHz band indicates retrograde particle
motion, consistent with flexural-gravity-wave propagation
(Robinson, 1983). The phase lag changed significantly in the
transition band, i.e. 10–20 mHz and dropped to near 0
above 20 mHz at stations south of DR06, probably due to the
vertical component decaying below the detection level. The
phase lag at stations north of DR06 was positive and > 40°
above 20 mHz, indicating retrograde particle motion, which
is consistent with extensional Lamb wave propagation.

Fig. 7. RIS response to a swell event from 02:00 on 19 February to
10:00 on 21 February, 2015: Phase-only beamforming of (a) the
vertical component at 3 mHz and the radial component at (b) 3,
(c) 24 and (d) 63 mHz. For each subplot, the azimuth corresponds
to the signal incoming direction, while the radial axis represents
slownesses that vary from 0 at the center to the maximum
slowness given in each subplot title. The peak-power regions give
dominant signal incoming directions and slownesses. The signal
incoming directions are clear and characteristic at these selected
frequencies. Processing FFT window length is 4096 s, with step
size of 2048 s. Beamforming power levels are normalized to the
maximum value at each frequency in each subplot.

Fig. 8. RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February, 2015: Dispersion curves of (a) vertical and (b) radial
components, obtained by averaging the beamforming output over 0° to 20° azimuth (the north-south line subarray is roughly along 10°). Phase
speed dispersion curves of ocean surface gravity waves (cyan), flexural waves (green), flexural-gravity waves (red) and S!0 (magenta) in the
AIWB model (see Fig. 3) are overlaid for comparison. The subplots are normalized to the maximum value over the two subplots.
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obtained for DR02, DR10 and DR16 (Fig. 10), which were
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horizontal/vertical ratios in the transition band.

Particle motions at ice-front stations (e.g. DR02) differed
from those at non-ice-front locations in the following
respects: (1) The source azimuth cannot be constrained
well at the ice front and (2) the maximum polarization was
vertical in the 20–100 mHz band at the ice front. Both obser-
vations could be the effect of the evanescent modes and/or
the damped traveling modes of flexural-gravity waves that
were not observed at non-front stations.

These observations indicate that the dominant signal propa-
gated roughly north to south, away from the shelf front.
Therefore, linear, prograde and retrograde particle motions
correspond to 0, negative and positive phase difference
between the vertical component and the north component,
respectively. This vertical-north phase difference was fre-
quency dependent, shown in Fig. 11. The positive phase differ-
ence in the 1–10 mHz band indicates retrograde particle
motion, consistent with flexural-gravity-wave propagation
(Robinson, 1983). The phase lag changed significantly in the
transition band, i.e. 10–20 mHz and dropped to near 0
above 20 mHz at stations south of DR06, probably due to the
vertical component decaying below the detection level. The
phase lag at stations north of DR06 was positive and > 40°
above 20 mHz, indicating retrograde particle motion, which
is consistent with extensional Lamb wave propagation.

Fig. 7. RIS response to a swell event from 02:00 on 19 February to
10:00 on 21 February, 2015: Phase-only beamforming of (a) the
vertical component at 3 mHz and the radial component at (b) 3,
(c) 24 and (d) 63 mHz. For each subplot, the azimuth corresponds
to the signal incoming direction, while the radial axis represents
slownesses that vary from 0 at the center to the maximum
slowness given in each subplot title. The peak-power regions give
dominant signal incoming directions and slownesses. The signal
incoming directions are clear and characteristic at these selected
frequencies. Processing FFT window length is 4096 s, with step
size of 2048 s. Beamforming power levels are normalized to the
maximum value at each frequency in each subplot.

Fig. 8. RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February, 2015: Dispersion curves of (a) vertical and (b) radial
components, obtained by averaging the beamforming output over 0° to 20° azimuth (the north-south line subarray is roughly along 10°). Phase
speed dispersion curves of ocean surface gravity waves (cyan), flexural waves (green), flexural-gravity waves (red) and S!0 (magenta) in the
AIWB model (see Fig. 3) are overlaid for comparison. The subplots are normalized to the maximum value over the two subplots.

10 Chen and others: Ocean-excited plate waves in the ross and pine island glacier ice shelves

Obtained by averaging the beamforming output over 0-
20°azimuth.  Phase speed dispersion curves of 
ocean gravity waves, 
flexural waves, 
flexural-gravity waves 
S0 Symmetric AIWB model 



And then, late night TV…

Something you may not know about Peter…

Ambient seismic noise in the firn layer
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