Modeling and detection of oil in sea water
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The challenge of a deep-water oil leak is that a significant quantity of oil remains in the water column and possibly changes properties. There is a need to quantify the oil settled within the water column and determine its physical properties to assist in the oil recovery. There are currently no methods to map acoustically submerged oil in the sea. In this paper, high-frequency acoustic methods are proposed to localize the oil polluted area and characterize the parameters of its spatial covariance, i.e., variance and correlation. A model is implemented to study the underlying mechanisms of backscattering due to spatial heterogeneity of the medium and predict backscattering returns. An algorithm for synthetically generating stationary, Gaussian random fields is introduced which provides great flexibility in implementing the physical model of an inhomogeneous field with spatial covariance. A method for inference of spatial covariance parameters is proposed to describe the scattering field in terms of its second-order statistics from the backscattered returns. The results indicate that high-frequency acoustic methods not only are suitable for large-scale detection of oil contamination in the water column but also allow inference of the spatial covariance parameters resulting in a statistical description of the oil field. © 2013 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4818897]
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I. INTRODUCTION

Prior to the oil accident of the Deepwater Horizon, the presence of oil in the sea was confined at shallow-water owing to either natural processes (e.g., biogenic oil) or human-induced pollution (e.g., oil slicks along shipping routes, blow outs from shallow water oil drills). Subsequently, the effort has been focused on monitoring and characterizing oil pollution on the sea surface. Remote sensing methods from satellites and aircrafts are efficient imaging methods of buoyant oil on the sea surface. The challenge of a deep-water oil leak encountered in the case of the Deepwater Horizon is that a significant quantity of oil remained in the water column after the discharge from the wellhead with serious environmental implications. Much of the oil which was released into the water decomposed into stringy formations of viscous material which remained trapped, mixed with water, far below the sea surface, see Fig. 1. Even though the mean values of the acoustic parameters, the compressibility, and density, of sea water and oil are approximately equal, weak scattering of acoustic waves (volume reverberation) can be observed in both areas due to random fluctuations of the acoustic parameters from their mean value. It is of interest to determine the physical properties of the new forms of oil and describe the spatial covariance of the submerged oil in order to monitor the degradation process. Methods based on electromagnetic waves are inefficient for mapping submerged oil in the sea since the electromagnetic waves attenuate fast when traveling in water. Acoustic methods based on Doppler velocimetry which have been used to quantify turbulent flow of hydrocarbons are inefficient to quantify the submerged oil since they require knowledge of the exact position of the oil leak. Tracking of the submerged oil is mainly based on fluorescence and dissolved oxygen measurements and low-frequency acoustic or seismic methods. These methods can detect submerged oil plumes but they do not provide information about the spatial distribution of the stringy oil contaminants in the water. High-frequency acoustic methods are promising since they can both overcome the optical opacity of the water and resolve the small-scale structure of the new forms of oil. Therefore, such methods can be used both to localize submerged oil fields and to characterize them in terms of their second order statistics.

The submerged oil in the water is modeled as a fluid medium with spatial heterogeneity, potentially exhibiting roughness at the interfaces with the water and possibly comprising inclusions of gas bubbles. Since the existence of submerged oil is controlled by the ambient density it is a reasonable assumption that the difference in the acoustic parameters between the two fluid media is small, producing weak scattering of the incident acoustic energy. 
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II. SCATTERING FROM INHOMOGENEITIES

Since the focus of this work is on modeling volume scattering, we undertake the derivation of the scattered pressure due to a region $R$ in the medium with spatial heterogeneity in the acoustic parameters. The derivation follows the analysis by Morse and Ingard.21

Assuming time-stationarity, the Helmholtz equation for the scattered acoustic pressure $p$ due to inhomogeneities in the acoustic parameters is given by

$$\nabla^2 p + k^2 p = -k^2 \epsilon_e(r)p - \text{div} (\epsilon_p(r)\text{grad} p), \quad (1)$$

where $k = \omega/c$ is the wavenumber, $\omega = 2\pi f$ is the radial frequency, $c$ is the speed of sound, and

$$\epsilon_e = \begin{cases} \frac{\kappa_e - \kappa}{\kappa} & \text{inside } R, \\ 0 & \text{outside } R \end{cases}$$

$$\epsilon_p = \begin{cases} \frac{\rho_e - \rho}{\rho_e} & \text{inside } R, \\ 0 & \text{outside } R \end{cases}$$

are the deviations of the model parameters, namely, of the compressibility and density, relative to their unperturbed mean values, $\kappa$ and $\rho_e$, respectively. The fluctuations vary in a statistical manner as a function of space.

Applying the Gauss-Green theorem, the Helmholtz equation takes the form of the integral equation,

$$p(r_0) = p_i(r_0) + \int_R \left( k^2 \epsilon_e(r)p(r) - \nabla (\epsilon_p(r)\nabla p(r)) \right) g(r_0|r)\text{d}r,$$

$$= p_i(r_0) + \int_R \left( k^2 \epsilon_e p g + \epsilon_p \nabla p \nabla g \right)\text{d}r, \quad (2)$$

where $g$ is the Green’s function and $p_i$ is the incident wave. The Green’s function describes the sound pressure at an observation point $r_0$ due to a point source located at $r$ and is given by

$$g(r_0|r) = \frac{1}{4\pi|r_0 - r|} e^{-ik|r_0 - r|}. \quad (3)$$

The time convention $e^{j\omega t}$ is implied and neglected for simplicity. For far field radiation the Green’s function takes the form in Eq. (4), where $r = |r|$.

$$g(r_0|r) = \frac{1}{4\pi r} e^{-ik|r_0 - r|}. \quad (4)$$

The incident wave insonifies the region $R$. It emanates from a monopole located at the origin of the coordinate system out of the scattering region $R$ and is given by Eq. (5).

$$p_i(r) = A \frac{e^{-ikr}}{r}, \quad (5)$$

where $A$ is the pressure amplitude at a distance 1 m from the source, $k$ is the wavenumber of the incident wave, and $r$ denotes the location of the insonified point.

The integral equation, Eq. (2), is exact and valid universally for parameter perturbations of arbitrary size.
Discontinuous perturbation can also be handled with Eq. (2) since it does not involve gradients of the model parameters. Nevertheless, solving Eq. (2) requires exact expressions of the Green’s function and the sound pressure inside the scattering region \( R \). The integral equation for the scattered wave can be solved analytically only for a few special cases (e.g., scattering by spheres). Alternatively it can be solved by variational methods or approximations.\(^{21,22}\)

In the case of weak scattering, first-order scattering is assumed, thus Born’s approximation is applied. Born’s approximation implies that the sound pressure inside the scattering region is equal to the incident sound pressure neglecting the effect of higher-order scattering.\(^{21,22}\)

The sound pressure observed at a remote position \( r_0 \) due to scattering from inhomogeneities in the acoustic parameters located at \( r \) within a region \( R \) is determined by inserting Eqs. (4) and (5) into Eq. (2). In a monostatic configuration and assuming that the Born approximation is valid the scattered sound pressure is given by\(^{23}\)

\[
p_s(r_0) = \frac{k^2 A}{4\pi} \int_R \left( \epsilon_k(r) - \epsilon_p(r) \right) \frac{e^{-ik(r_0 - r) + r}}{r^2} \, dr. \tag{6}
\]

III. RANDOM FIELD GENERATOR

There are indications that the submerged oil extends throughout the water column as elongated formations of viscous material mixed with water and possibly with biological material.\(^3\) Since the spatial distribution of scatterers due to dispersed oil varies in a complex way it is reasonable to model it as a random field of compressibility and density perturbations of the background medium with specified statistical properties.

In the absence of turbulence and for a short measurement interval, the random field is assumed to be spatially stationary and time-invariant. Stationarity can be exploited to develop a numerical method for synthetically generating random fields.

A. Methods for generating random fields

The term random field generator refers to an algorithm which utilizes uncorrelated normally distributed random numbers to generate more complex random fields with specific spatial covariance characteristics.\(^{18,21,24}\) In principle, the algorithm generates a stationary random field, \( \varepsilon \), by adding a convolution of a random Gaussian field, \( n \), with a decomposition of the underlying covariance function, \( w \), to the mean value, \( m \),

\[
\varepsilon = m + w * n. \tag{7}
\]

Several statistical methods have been proposed for synthetically generating random fields which differ in the implementation of the convolution in Eq. (7). Using the Cholesky decomposition of the covariance matrix,\(^{25,26}\) the convolution is calculated by multiplying the lower triangular matrix by a vector of random uncorrelated numbers. The moving average (MA) method\(^{27,28}\) offers an alternative implementation of the covariance decomposition. In this method, the covariance function is expressed as a convolution product of two mirror symmetric functions. The function resulting from the decomposition of the covariance function is further convolved with a set of uncorrelated random numbers on the field grid. The drawback of this method is that it is generally difficult to determine the decomposition function.\(^{18,27,28}\)

Spectral methods perform the convolution in the spectral domain using the fast Fourier transform (FFT) algorithm.\(^{14,15,23,24}\) The spectral methods are based on the fact that, for a stationary random field, the Fourier transform connects the covariance function, \( C(h) \), with its spectral equivalent, the power spectrum, \( S(k) \), where \( \mathbf{h} \) and \( \mathbf{k} \) are vectors denoting the lag and spectral distance, respectively.\(^{29,30}\)

\[
C(h) = \langle \varepsilon(r) \varepsilon(r + h) \rangle.
\]

\[
S(k) = \int_{-\infty}^{\infty} C(h) e^{-i2\pi kh} \, dh. \tag{8}
\]

Since a convolution in the spatial domain is equivalent to a product in the spectral domain and the Fourier transform of a real and even function is also a real and even function, the decomposition of the power spectrum is symmetric and can be calculated by its square root. Thus, the spectral methods generate random fields subject to specific covariance characteristics by multiplying the square root of the power spectrum by a set of complex Gaussian numbers, \( N \sim C\mathcal{N}(0, 1) \), where \( C\mathcal{N}(0, 1) \) denotes the standard complex normal distribution. Spectral methods perform the computations efficiently due to the FFT algorithm. However, equidistant grids are required. Besides, care should be taken on the selection of the random numbers generated in the spectral domain to obtain real-valued fields in the spatial domain.\(^{14,15,18,23,24}\)

B. The FFT-MA generator

The numerical method used herein to generate discrete, stationary, random fields for the perturbations is called the fast Fourier transform-moving average (FFT-MA).\(^{18}\) The FFT-MA method combines the advantages of the spectral methods and of the MA approach. It performs the computations in the spectral domain using the efficient FFT algorithm while preserving the generation of the random numbers in the spatial domain as in the MA framework,

\[
\varepsilon(r) = m(r) + F^{-1}\left\{ \sqrt{S(k)} F\{n(r)\} \right\}. \tag{9}
\]

Briefly, the steps of the FFT-MA random field generator algorithm involve:

1. Calculation of the discrete covariance function \( C(h) \) on a spatial grid with spacing at least half of the characteristic length in each direction; see Sec. III C. It is important to perform the discretization symmetrically to obtain a real and even covariance function. Zero-padding at least to the extent of a characteristic length is required to avoid wrap-around effects.

2. Generation of Gaussian random numbers from the standard normal distribution on the spatial grid \( n(r) \sim \mathcal{N}(0, 1) \).
(3) Fourier transform $C(h)$ and $n(r)$ to obtain the power spectrum $S(k)$ and the spectral representation of the random numbers $N(k)$, respectively. Since $C(h)$ is real and even, $S(k)$ is real and even as well.
(4) Computation of the square root of the power spectral density as in spectral methods $G(k) = \sqrt{S(k)}$.
(5) Inverse Fourier transforms the product $G(k)N(k)$ giving the convolution product $g(r) \ast n(r)$.
(6) Generation of the random field $\epsilon(r) = m(r) + g(r) \ast n(r)$ according to the MA framework.

Compared to spectral methods the generation of the random numbers in the spatial domain allows local perturbations which will practically affect the field values on the grid to the extent of the correlation length. This is not possible in spectral methods where changing a random number in the spectral domain affects the whole spatial domain. Similar to the spectral methods, the FFT-MA algorithm requires regular grids in each direction (i.e., equidistant spacing) in the spatial domain.

C. Covariance models

The implemented FFT-MA algorithm can generate one-dimensional (1D), two-dimensional (2D), or 3D random fields with a Gaussian, Eq. (10), exponential, Eq. (11), or spherical, Eq. (12), covariance.

$$C(h) = \sigma^2 e^{-3h^2/l^2},$$  \hspace{1cm} (10)

$$C(h) = \sigma^2 e^{-3h/l},$$ \hspace{1cm} (11)

$$C(h) = \begin{cases} \sigma^2 \left(1 - \frac{3h}{2} - \frac{1}{2} \left(h^2/7\right)\right) & \text{if } h \leq l \\ 0 & \text{if } h > l, \end{cases}$$ \hspace{1cm} (12)

where $h = |h|$ is the lag distance (isotropic case), $\sigma^2 = C(0)$ is the variance, and $l$ is the characteristic length. The spherical covariance function becomes zero at a distance equal to the characteristic length. The Gaussian and exponential covariance functions reach the zero value asymptotically and have decayed by 95% at a distance equal to the characteristic length.

Figure 2 compares the three covariance models in the isotropic case. For short lag distances near the origin the

![Figure 2: 1D Gaussian (full line), exponential (dotted line), and spherical (dashed line) covariance functions as a function of the lag distance $h$. The variance is $\sigma^2 = 1$ and the characteristic length is $l = 4$.](image)

D. Examples

A variety of covariance models can be used to determine the spatial properties of the generated field. In modeling this gives flexibility in representing different qualities of the field as smoothness or irregularity, isotropy or anisotropy. Figure 3 shows realizations of 2D anisotropic random fields with Gaussian, exponential, and spherical covariance. The field with a Gaussian covariance exhibits smooth characteristics while the field with an exponential covariance is more irregular.

The random numbers and the covariance parameters are dissociated and can be altered either separately or simultaneously. This is possible since the generating field is Gaussian and the resulting field is a linear transformation of the Gaussian field. The separation of the random and covariance parameters gives great flexibility which is useful for inverse methods. Figure 4 shows realizations of 2D anisotropic fields with Gaussian covariance generated by retaining the set of random numbers and altering the characteristic length. As the

![Figure 4: Perturbation of covariance parameters only. Realizations of 2D anisotropic random fields with Gaussian covariance on a grid of $50 \times 50$ pixels. The mean field is $m = 0$ with variance $\sigma^2 = 1$ and anisotropy factor 0.2 in all cases. The major characteristic length is occurring in the horizontal direction and is (a) $l_{\text{max}} = 10$, (b) $l_{\text{max}} = 20$, and (c) $l_{\text{max}} = 30$ pixels.](image)
Delay-and-sum beamforming with Hamming weighting is an angle of 140° directivity pattern characterized by constant response within the source level is 200 dB re 1 variance.

INHOMOGENEITIES

IV. MODELING AND DETECTION OF VOLUME INHOMOGENEITIES

The random field generator and the propagation model are the necessary tools in simulating backscattered returns from weak scatterers. After choosing a receiving configuration, the backscattered returns are post-processed using beamforming to localize the scattering region from the received signals.

Active sensing (i.e., a pulse is used to insonify the area of interest) and a monostatic configuration (i.e., the transmitter and the receiver array are collocated) are considered here. A multibeam sonar is chosen as the transmitting and receiving configuration.

Following the specifications in Ref. 33, the considered transmitter emits a 200kHz narrowband sinusoidal signal. The pulse is gated with a Hamming window of 120 μs length incorporating 24 periods. The duration of the transmitted pulse, \(T_s\), dictates the range resolution, \(Δr = cT_s/2\). The source level is 200 dB re 1 μPa at 1 m. The transmitter has a directivity pattern characterized by constant response within an angle of 140° in the across-track plane and a much narrower opening angle of 2° in the along-track plane.

The receiver comprises \(N_m = 256\) hydrophones arranged in a uniform linear array (ULA) with \(d_m = 1.6\) mm spacing. Delay-and-sum beamforming with Hamming weighting is applied to impose directivity to the receiving array. The sound speed profile is assumed constant. The half-power beam width defines the angular resolution of the beamformer. The beam width at broadside is \(\sin^{-1}[0.886(λ/N_m d_m)] ≈ 1°\) with uniform weighting and 1.4° with Hamming weighting. Even though Hamming weighting degrades the angular resolution of the beamformer, it is chosen since it significantly suppresses the maximum sidelobe level from \(-13\) dB with uniform weighting to \(-43\) dB.

Sound attenuation due to dissipation in sea water is accounted for by introducing an imaginary part to the acoustic wavenumber. The absorption coefficient is calculated according to the Francois-Garrison equation. Time-variant gain (TVG) is applied to compensate for spreading loss and absorption making the received signals independent of the scatterer’s distance. This corresponds to multiplication of the received signals, \(p_r\), with a range dependent function \(f(r) = r^2e^{2r}\). In the presence of additive ambient noise, \(p_p = p_s + n\), the application of TVG to the received signals is expected to amplify not only the signal, the scattered pressure \(p_s\), but also the noise with increasing range. Nevertheless, ambient noise is neglected since the scattered pressure is much higher than additive noise in the received signal due to the high source level and the high-frequency considered.

Since the transmitter of the sonar has a narrow directivity pattern in the along-track plane, only the 2D across-track plane is modeled. The model grid extends horizontally from \(x = -100\) to 100 m and vertically from \(z = 0.5\) to 100 m with spacing \(dx = dz = 0.05\) m in both directions. The beamforming grid spans from \(θ = -70°\) to 70° with spacing \(dθ = 1.4°\) and from \(r = 0.5\) to 100 m radially with spacing \(dr = 0.1\) m. A range dependent correction, \(1/rdbdr\), is applied to the reconstructed values on the beamforming grid to compensate for the increasing width of the grid cells with increasing range. The beamformer values are interpolated to the model grid after the recreation. The resolution cells become wider as \(x\) and \(z\) values increase resulting in lower resolution for distant locations. The range resolution is constant and equal to 0.1 m.

For acquiring a 3D image, a planar array is required, increasing the complexity of the processing. In this case sparse arrays is an option.

A. Volume heterogeneity

A 2D field of volume inhomogeneities is considered representing the water column with a region of contamination characterized by a different covariance structure than the rest of the field. The average compressibility and density are constant throughout the field.

It is often assumed that the compressibility fluctuations are proportional to density fluctuations with a position-
independent proportionality factor.\textsuperscript{19} Besides, compressibility fluctuations are larger than density fluctuations in fluids.\textsuperscript{22} Therefore, only compressibility fluctuations are considered in the model of volume reverberation.

The selection of the parameters is somehow arbitrary due to the lack of experimental information. For the pure water region, an isotropic Gaussian covariance model [Eq. (10)] is selected with variance $\sigma^2 = 0.001$ and characteristic length $l = 0.1$ m. The contaminated region is expected to have a higher viscosity and present layering due to oil/water interface tension.\textsuperscript{20} Therefore, an anisotropic spherical covariance model is selected for the contaminated region with variance $\sigma^2 = 0.01$, major characteristic length $l_{\text{max}} = 2$ m occurring in the horizontal direction and minor characteristic length $l_{\text{min}} = 0.5$ m occurring in the vertical direction. Figures 6(a) and 6(b) show the insonified area and the beamformer output.

Figures 6(c) and 6(d) show another case where the inhomogeneous fields in the two regions differ in the characteristic lengths. Namely, the pure water region is described by an isotropic Gaussian covariance model with variance $\sigma^2 = 0.001$ and characteristic length $l_{\text{max}} = 0.1$ m. The contaminated region is described by an anisotropic Gaussian covariance model with variance $\sigma^2 = 0.01$, major characteristic length $l_{\text{max}} = 2$ m occurring in the horizontal direction and minor characteristic length $l_{\text{min}} = 0.5$ m occurring in the vertical direction.

B. Surface roughness

Based on the unified formulation\textsuperscript{16,17} scattering from surface roughness is modeled as a special case of spatial heterogeneity. Equation (6) is used to calculate the scattered pressure attributed to surface roughness. In this case, the covariance characteristics of the roughness at the interfaces are presented by a 1D Gaussian covariance model with a variance of $\sigma^2 = 0.01$ and a characteristic length of $l = 0.1$ m.

Figure 7 shows the insonified area in the case of two distinct anomalous interfaces and the beamformer output.

C. Small gas bubbles

Exact formulas can be derived for the scattered pressure from spheres owing to their simple geometry. When the wavelength is long relative to the diameter of the sphere, the Born approximation is valid and the expressions can be simplified for simple scattering. The focus here is on light compressible spheres like gas bubbles in water or oil, for which the compressibility is larger, $\kappa_g > \kappa$, and the density is much smaller, $\rho_g \ll \rho$, than the corresponding values of the ambient fluid. Following Ref. 21, the scattered pressure at $r_0$ due to a gas sphere at $r$ with radius $a$ smaller than the wavelength of the insonifying wave is approximated by

$$p_s(r_0) = A \frac{e^{i kr}}{r} \left( \frac{1}{3} k^2 a^3 \left( \frac{\kappa_g}{\kappa} + 3 \right) \right).$$

(13)

Figure 8 shows the beamformed backscattered returns from $10^3$ bubbles with radius $a = 0.5$ mm randomly distributed within the observation grid. The ratio of compressibilities is $\kappa_g/\kappa = 10^4$ since the compressibility of water is on
of the scatterer’s location. Typically, volume reverberation is described by the statistical distribution of the backscattering strength. The backscattering strength is defined as the ratio of the scattered intensity to the incident intensity per unit volume in scattering strength. The backscattering strength is proportional to the cross spectral density thus related to the statistical properties of the field.\textsuperscript{20,44,46} However, for narrowband measurements the backscattering strength provides a single measure and additional information for covariance parameters are required to relate the spatial variation of the scattering field to a covariance model. Herein, an alternative method is proposed to infer the covariance parameters of the scattering field directly from the beamforming reconstruction without using prior knowledge on the spatial covariance. Using the Fraunhofer approximation, the range in the phase term of the far field expression of the Green’s function [Eq. (4)] can be approximated by the first-order terms of a second-order binomial expansion,\textsuperscript{37}

\[ |\mathbf{r}_0 - \mathbf{r}| \approx r - \mathbf{r} \cdot \mathbf{r}_0, \]

where \( r = |\mathbf{r}| \) and \( \hat{\mathbf{r}} = \mathbf{r}/r \) is the unit vector in the direction of the scatterer’s location.

After application of dynamic focusing and TVG (compensating for the \( r^2 \) attenuation term), the signals received at the horizontal sensor locations, \( x_q = [q - (N_m - 1/2)]d_m, q = [0, 1, ..., N_m - 1], \) according to Eq. (6) are

\[
p_q(r) \propto \sum_{\theta} \epsilon_k(\theta, r) e^{-ik(2r_0 - x_q)\sin(\theta)}
\]

\[
\propto e^{-ik2} \sum_{\theta} \epsilon_k(\theta, r) v(\theta),
\]

(15)

where \( r \) is the radial distance of focus and \( v(\theta) = e^{ikx_q \sin(\theta)} \). Applying conventional beamforming with Hamming weighting to the received signals, the beam associated with the steering angle \( \theta_j \) at radial distance \( r \) is

\[
b_j(\theta_j, r) = (w_H \odot v(\theta_j))^\dagger \cdot p_q(r),
\]

(16)

where \( w_H \) is the vector of the Hamming weights, \( \dagger \) denotes conjugate transpose, and \( \odot \) denotes element-wise multiplication.

Introducing the beam pattern as a function of the arrival angle \( \theta \) when the array is steered at \( \theta_j, \)

\[
B_H(\theta, \theta_j) = (w_H \odot v(\theta_j))^\dagger \cdot v(\theta),
\]

(17)

the beam \( b_j(\theta_j, r) \) is expressed as

\[
b_j(\theta_j, r) = e^{-ikr} \sum_{\theta} \epsilon_k(\theta, r) B_H(\theta, \theta_j).
\]

(18)

Thus the beamformer output normalized by the maximum value in the beamforming reconstruction is connected to the field values as

\[
b_{\text{out}}(\theta_j, r) = \frac{\left| \sum_\theta \epsilon_k(\theta, r) B_H(\theta, \theta_j) \right|^2}{\max(\theta_j, r) \left| \sum_\theta \epsilon_k(\theta, r) B_H(\theta, \theta_j) \right|^2},
\]

(19)

or

\[
b(\theta_j, r) = \sqrt{b_{\text{out}}} = \frac{\left| \sum_\theta \epsilon_k(\theta, r) B_H(\theta, \theta_j) \right|}{\max(\theta_j, r) \left| \sum_\theta \epsilon_k(\theta, r) B_H(\theta, \theta_j) \right|}.
\]

(20)

According to Eq. (20), the square root of the beamformer output at a point on the beamforming grid contains the contribution of all the field values on the radial distance of focus, \( \epsilon_k(\theta, r) \), weighted by the beam pattern. However, the more the beam pattern resembles a delta function, the more the square root of the beamformer output, \( b(\theta_j, r) \), will be proportional to the corresponding field value, \( \epsilon_k(\theta, r) \). Thus, the parameters of the spatial covariance of a field of volume inhomogeneities can be estimated by the statistics of the square root of the beamforming output.

For a stationary random process, \( u \), the discrete spatial covariance function can be estimated from a finite number of samples, \( N \), as\textsuperscript{47}
\[ \hat{C}(\eta) = \frac{1}{N} \sum_{i=1}^{N} (u_{i+\eta} - \bar{u})(u_i - \bar{u}), \]  

where \( \eta = 0, 1, \ldots, N - 1 \), \( \bar{u} = 1/N \sum_{i=1}^{N} u_i \) is the sample mean and denotes an estimate.

For a 2D field the sample covariance estimate is

\[ \hat{C}(h_x, h_z) = \frac{1}{N_x N_z} \sum_{i=1}^{N_x} \sum_{j=1}^{N_z} \left[ h_x(x_i + h_x, z_j + h_z) - \bar{h}_x \right] \left[ h_z(x_i, z_j) - \bar{h}_z \right], \]

where \( N_x, N_z \) denote the number of sample grid points in the \( x \) and \( z \) directions, \( dx, dz \) are the corresponding grid spacings, \( \xi = 0, 1, \ldots, N_x - 1 \), \( \zeta = 0, 1, \ldots, N_z - 1 \), and \( h_x = \xi dx \), \( h_z = \zeta dz \) are the lag distances in the \( x \) and \( z \) directions, respectively.

In order to obtain the beamformer values on the sample grid in Cartesian coordinates, \( \bar{h}_x(x, z) \), interpolation is used based on the nearest neighbor method.

Covariance sample estimates are calculated for the field in Fig. 6(b). The sampling window has dimensions \( N_x dx = 10 \) m (\( dx = 0.05 \) m) in the \( x \) direction and \( N_z dz = 1 \) m (\( dz = 0.05 \) m) in the \( z \) direction. The sampling window is chosen such that it exceeds the correlation lengths in each direction and that it is small enough to examine areas where the resolution cells have approximately the same size, thus fulfill the condition of spatial stationarity. Additional averaging over 20 beamforming reconstructions is used to improve the statistical estimate. Since the covariance is expected to be non-negative, only non-negative values are used.

Figures 9 and 10 show examples of covariance estimation when sampled at the contaminated region characterized by an anisotropic, spherical covariance model and at the sea water region characterized by an isotropic, Gaussian covariance model, respectively. The specific samples are centered to the grid where the beamformer resolution is 1.2 m in the \( x \) direction (due to beam width) and 0.1 m in the \( z \) direction (due to time-gating). Specifically, the sampling windows extend from \(-5\) to \(5\) m in the \( x \) direction and from \(52.5\) to \(53.5\) m and \(48.5\) to \(49.5\) m, respectively, in the \( z \) direction. The theoretical [Figs. 9(a), 9(b), 10(a), and 10(b)] and estimated [Figs. 9(c), 9(d), 10(c), and 10(d)] covariance functions are compared in the direction both of the major and the minor characteristic length for the two fields. The variance corresponds to the maximum value of the covariance function at zero lag. The characteristic length corresponds to the lag where the covariance function has decayed by at least 95% and is denoted by a dashed line in each case.

For the contaminated region (Fig. 9) the sample covariance provides good estimates of the characteristic lengths in both directions since the characteristic lengths exceed the resolution. Contrary, at the sea-water region (Fig. 10) the characteristic length is smaller than the resolution in the \( x \) direction of the beamformer, thus the estimate does not reflect the actual values of the parameter but rather the resolution limits; note the scale difference on the \( h_z \) axis.

VI. CONCLUSION

Detection and characterization of submerged oil in the sea water is studied with a model of backscattering from volume inhomogeneities. The physical model for the submerged oil is represented as a random field of compressibility fluctuations which exhibits stationary spatial correlation. A random field generator based on the FFT-MA approach is introduced to implement the physical model. The proposed algorithm provides great flexibility in different modeling scenarios. An active, high-frequency, monostatic sonar is selected to insonify the medium and collect the backscattered returns. The random field is localized with beamforming and inference of spatial covariance is based on the statistics of the beamforming reconstruction.

The simulation results indicate that inference of the spatial covariance parameters is possible with high-frequency
acoustics, providing a quantitative statistical description of the random field. Nevertheless, the reconstructions are subject to resolution limitations of the sonar. The use of high frequencies, resulting in narrow beam widths, improves the resolution and allows the detection of small scale characteristics. On the other hand, the use of high frequencies requires challenging sonar designs with high power demands, since high-frequency sound attenuates fast when propagating in the water, and small interelement spacing.


