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Abstract Interacting ocean surface waves force water column pressure fluctuations with spectral peaks at the same frequencies of primary microseisms (PM), double-frequency microseisms (DF), and seismic hum. Prior treatment of nonlinear ocean wave interactions has focused on the DF pressure fluctuations which, in the presence of opposing waves, do not decay with depth and hence are dominant in deep waters. For an arbitrary 2-D surface wave spectrum we integrate over all pairings of wave vectors, directions, and frequencies to obtain a full-spectrum perturbation expansion including the first- and second-order pressure waves. First-order pressure waves generate a peak at PM frequencies and second-order pressure waves generated by obliquely interacting surface waves generate pressure fluctuations at DF and hum frequencies. These pressure fluctuations decay with depth but interact with the seabed in shallow water. As their generation does not require precise wave states, they are likely ubiquitous in shallow water.

1. Introduction

Microseisms and the Earth’s hum are seismic signals generated by ocean waves. Although much weaker than earthquakes they are observed to be continuous and ubiquitous. Recently, there have been significant efforts to model the oceanic regions of microseism generation based on ocean wave hindcasts [Kedar et al., 2008; Ardhuin et al., 2011, 2012; Stutzmann et al., 2012; Hillers et al., 2012; Obrebski et al., 2012; Ardhuin and Herbers, 2013; Obrebski et al., 2013]. These models may allow for better understanding of microseisms and improved seismic tomography, as the source regions can be constrained by easily accessible ocean surface wave measurements. These microseism models are based on the Longuet-Higgins [1950; Hasselmann [1963] model in which standing waves are created by nearly opposing wavefields. Such models have shown good results at twice the ocean wave peak-frequency, but they do not address shallow-water microseism generation where evanescent ocean waves interact with complex sea bottom topography. Thus, they may underestimate microseism generation in shallow water [Hillers et al., 2012].

To generate microseisms and hum on land requires two steps: (1) ocean surface waves generate pressure fluctuations at the seabed; which then (2) excite propagating seismic waves in the earth. We consider the first step using a perturbation procedure [Hasselmann, 1963] to compute the full wave-induced pressure at the seafloor in shallow water. The entire gravity wave spectrum is considered, including all second-order components. We show that the seabed pressure spectrum in shallow water has peaks at the same frequencies as ambient seismic noise. Although the coupling of the seabed pressure to seismic waves is not modeled, the fact that one of the observed microseism peaks has the same frequency as ocean waves suggests that seabed pressure waves can linearly excite seismic waves of the same frequency. Presumably, the other peaks in the seabed pressure spectrum excite seismic waves via this mechanism. A linear coupling such as this was proposed by Hasselmann [1963] but has not been modeled in the same detail as standing waves. Observations of microseisms at ocean wave frequencies are ubiquitous and a significant fraction of observed microseisms may be generated in this way.

The spectrum of ocean wave-induced seismicity contains three peaks [Webb, 1992, 2007]. The most energetic peak is at double the frequency of ocean waves, the double-frequency (DF) microseism peak. Nearly opposing waves of the same frequency generate standing waves at double the frequency of the initial waves [Longuet-Higgins, 1950; Hasselmann, 1963] with energy independent of depth, while ocean surface gravity waves decay exponentially with depth. The DF standing waves have very small wave numbers and thus couple efficiently to seismic modes that have lower wave numbers than ocean surface waves.

A smaller peak, the primary microseism (PM) peak, is centered at the frequency of ocean surface waves. This peak is attributed to the direct interaction of ocean waves with the seabed. Although the ocean surface
waves have much higher wave numbers than the seismic modes they excite, in environments with varying ocean depth the ocean wave spectrum varies spatially and can excite low-wave number fluctuations in the seabed [Hasselman, 1963]. As ocean waves decay exponentially with depth, this generation process is limited to shallow water; however, the average observed primary microseism peak is only 20 dB less than the DF peak [Webb, 2007] and thus represents a significant fraction of observed microseism energy.

The smallest peak, the Earth's seismic hum, is centered at frequencies much lower than those of ocean surface gravity waves [Kobayashi and Nishida, 1998; Suda et al., 1998; Tanimoto et al., 1998; Nishida and Kobayashi, 1999; Rhie and Romanowicz, 2004, 2006; Tanimoto, 2005; Webb, 2007, 2008; Tanimoto, 2008; Romanowicz, 2010; Bromirski and Gerstoft, 2009; Fukao et al., 2010; Nishida, 2013]. The Earth's seismic hum is usually attributed to infragravity waves, ocean waves of exceptionally low frequency that are generated by the interactions of ocean surface-gravity waves with the seabed in shallow water [Herbers et al., 1995]. The Earth's hum has been considered a distinct process from microseisms (DF and PM) and most theoretical and observational work has considered them separately.

Observations of seabed pressure have observed fluctuations at DF frequencies on the deep seafloor [Wilson et al., 2003; Bromirski et al., 2005; Harmon et al., 2007; Farrell and Munk, 2008], and P wave microseisms have been observed to be generated somewhat uniformly across all water depths [Haubrich and McCamy, 1969; Gerstoft et al., 2008; Koper et al., 2010; Zhang et al., 2010; Landés et al., 2010; Hillers et al., 2012]. Observations of seabed pressure in shallow water have revealed, in addition, pressure fluctuations at DF frequencies that decay exponentially with depth [Cox and Jacobs, 1989; Herbers and Guza, 1991, 1992, 1994]. The interaction of these vertically evanescent waves with the seabed in shallow waters has not been modeled much, and thus, it is not known to what extent they contribute to observed DF microseisms. Correlation of both DF microseism [Bromirski et al., 2005; Traer et al., 2012] and hum [Bromirski and Gerstoft, 2009] energy with ocean wave energy shows high correlation in coastal waters, suggesting that much of the DF microseisms and hum observed on land are generated in shallow waters where evanescent signals interact with the seabed.

Detailed solutions of compressible equations in the water and atmosphere yield propagating low-frequency acoustic modes in the ocean [Kuperman and Ingenito, 1980; Cato, 1991a; Wilson et al., 2003; Traer et al., 2008; Brooks and Gerstoft, 2009; Farrell and Munk, 2010; Duennebier et al., 2012] and atmospheric microbaroms [Waxler and Gilbert, 2006; Landés et al., 2012; Hedlin et al., 2012; Walker, 2012] which have been modeled in detail. However, these models are exceedingly complicated and, in order to make the algebra tractable, they focus on the propagating modes and neglect evanescent solutions. This paper differs from most prior wave interaction models in that it (1) computes a full integration over the space of all possible interacting ocean surface waves rather than just the opposing waves and (2) includes rapidly decaying evanescent fluctuations. Initially, we neglect compressibility of the water column, to give greatly simplified governing equations. This simplification allows the full integration to become tractable; it does not, however, include propagating seismic or acoustic modes [Cato, 1991a, 1991b; Kibblewhite and Wu, 1996] but only elliptical motions of the water and seabed, analogous to ocean surface waves. Later, compressibility is included, and we see that only in the standing wave case, where the wave number is very small, are the results much different. Thus, a fully integrated ocean surface wavefield yields both propagating acoustic modes, which have been modeled extensively, and vertically evanescent elliptical motions of the water column, similar to those that excite PM [Hasselman, 1963]. These have been observed [Cox and Jacobs, 1989; Herbers and Guza, 1991, 1992, 1994] at DF frequencies but have not been modeled in detail as microseism sources.

The theory presented quantifies the energy of seabed pressure fluctuations induced by the evanescent waves, relative to that of the standing waves at DF frequencies, and shows peaks at the same frequencies as observations of seismic noise (hum, PM, and DF). Although evanescent waves are only important in shallow water, their generation does not require opposing waves. Indeed, given the broad directionality of ocean waves, the pressure fluctuations described here are likely ubiquitous.

2. Theoretical Overview

In the following we describe how quadratic interactions between two ocean surface waves yield second-order waves with frequencies at the sum and difference values of the two initial waves (section 2.1). The second-order pressure due to wave-induced motion in the water column is derived first within an incompressible fluid (section 3). This simple model demonstrates the underlying physics of the wave-wave
interaction with a minimum of algebra and without the complexity of acoustic modes or bottom interactions. It is demonstrated that pressure fluctuations are produced in the water column in both microseism and hum-frequency bands. This model demonstrates conceptually how ocean wave interactions generate microseisms and hum from sum and difference interactions. In later sections this model will be expanded to include compressibility. The notation used is given in Table 1.

### 2.1. Second-Order Sum and Difference Interactions

Ocean surface waves are governed by nonlinear equations and are usually solved with a perturbation expansion [Hasselmann, 1962; Svendsen, 2006]. The first-order solutions are well known and readily tractable and in many cases sufficiently describe the observable features of ocean waves. The second-order equations of motion contain terms that are quadratic in the first-order terms which force second-order pressure fluctuations that oscillate at the source term frequency. We consider a simple example with two first-order spectral components $a_1 \sin(q_1^x x - \sigma_1 t)$ and $a_2 \sin(q_2^x x - \sigma_2 t)$, with amplitudes $a_j$, wave vector $q_j$ and angular frequency $\sigma_j$, for $j \in \{1, 2\}$. These first-order waves interact to produce second-order source terms (and thus spectral components) of the form

$$S = a_1 a_2 \sin \left( q_1^x x - \sigma_1 t \right) \sin \left( q_2^x x - \sigma_2 t \right) = \frac{a_1 a_2}{2} \left( \sin \left( \mathbf{q}_1^x \cdot \mathbf{x} - (\sigma_1 + \sigma_2) t \right) - \sin \left( \mathbf{q}_1^x - \mathbf{q}_2^x \right) \cdot \mathbf{x} - (\sigma_1 - \sigma_2) t \right) = p_+ + p_- ,$$

where the product-to-sum trigonometric identity has been used. The two terms have wave vectors and frequencies of the sum and of the difference of the wave vectors and frequencies of the first-order waves. Note that, while the ocean surface waves are superposed, the second-order source terms are given by the first-order waves multiplied together. Thus, the second-order waves depend on the square of the first-order waves (see line 2 in equation (5)).
These second-order sum interactions decay exponentially with depth as $e^{-|\mathbf{q}_1 + \mathbf{q}_2|z}$ and, hence, only when $\mathbf{q}_1 = -\mathbf{q}_2$, in which a depth-independent standing wave is generated, have they been considered to be important for DF microseism generation. The second-order terms for other values of $\mathbf{q}_1$ and $\mathbf{q}_2$ have been neglected in most prior work, as have the difference interactions (Kibblewhite and Wu [1996] is a notable exception).

We compute the full spectrum of the second-order pressure by computing a 6-D integral over the entire space defined by the frequency and 2-D wave vector for both first-order wavefields, not just the region of standing waves $\mathbf{q}_1 = -\mathbf{q}_2$. For a given first-order surface wave spectrum, the second-order spectrum contains two peaks. One at the frequency of DF microseisms $p_+$, forced by the sum term of equation (1) and one at the frequency of the Earth’s seismic hum $p_-$, forced by the difference term of equation (1). The second-order pressure at hum frequencies decays exponentially with depth, whereas the second-order pressure at DF frequencies does not, consistent with the observed energy difference in DF and hum observations in the crust.

**2.2. Interaction of Two Ocean Waves**

The interaction of two ocean wave components is represented by $\delta$ functions in a 2-D spectrum (Figure 1a). The magnitude and direction of the second-order wave vectors depend on the relative angles of the first-order wave vectors. The sum interaction propagates at an azimuth intermediate to the azimuths of the first-order terms (Figure 1b). The difference interaction propagates in two opposing directions (Figure 1c).

The frequency of the difference interaction is $\omega = |\sigma_1 - \sigma_2|$ and, hence, given a single wave train with energy spread over a small range of frequencies, interactions are produced at low frequencies (Figure 1f).
3. Incompressible Ocean

3.1. Equations of Motion

We first expand the nonlinear surface waves to second order using the velocity potential $\Phi(x, t)$ as the central variable, where the velocity is given by $v = \nabla \Phi(x, t)$. The vector $x = (x, y, z)$ denotes horizontal $(x, y)$ and vertical $(z)$ displacement. Derivations of the same physical quantities can also be derived by equations in pressure [Kibblewhite and Wu, 1996]. Given an incompressible fluid of depth $H$ over a rigid half-space, the dynamics are described by the conservation of mass and the boundary conditions (dynamic and kinematic) at the ocean surface and the seabed [Hasselmann, 1962]. This yields

$$\nabla^2 \Phi = 0$$

$$\left[ \frac{\partial^2}{\partial t^2} - g \frac{\partial}{\partial z} \right] \Phi = 0 \quad \text{at} \quad z = \zeta$$

$$\frac{\partial}{\partial t} \zeta - \frac{\partial}{\partial z} \Phi + \nabla \Phi \cdot \nabla \zeta = 0 \quad \text{at} \quad z = H$$

where $\zeta(x, t)$ is the surface displacement, $g$ the acceleration due to gravity, and $\nabla = (\partial/\partial x, \partial/\partial y, \partial/\partial z)^T$.

Solutions to equation (2) yield the velocity potential throughout the water column, $\Phi$, as a function of the surface wave field, $\zeta$, which is easier to measure and model [Ardhuin et al., 2012]. The pressure is obtained at any depth from the Bernoulli relation [Kibblewhite and Wu, 1996, p. 28]

$$P = -\rho \left( \frac{\partial}{\partial t} \Phi + \frac{1}{2} (\nabla \Phi)^2 + gz \right)$$

Performing a perturbation expansion, we make the substitutions [Hasselmann, 1962; Kibblewhite and Wu, 1996]

$$\Phi = \Phi^{(1)} + \Phi^{(2)}, \quad \zeta = \zeta^{(1)} + \zeta^{(2)}, \quad P = P^{(1)} + P^{(2)}$$

where $|\Phi^{(2)}| \ll |\Phi^{(1)}|$ and likewise for $\zeta$ and $P$. It is well established that the first-order pressure $P^{(1)}$ generates primary microseisms (PM) in shallow water and the second-order pressure $P^{(2)}$ generates secondary microseisms (DF) at arbitrary depth.
Equation (2) is linearized by Taylor expanding the boundary conditions about \( z = 0 \) and equating all terms linear in \( (\Phi^{(1)}, \zeta^{(1)}) \) to form the first-order equations and all terms linear in \( (\Phi^{(2)}, \zeta^{(2)}) \) but quadratic in \( (\Phi^{(1)}, \zeta^{(1)}) \) to form the second-order equations. Substituting equation (4) into equation (3),

\[
\begin{align*}
\nabla^2 \Phi^{(1)} &= 0 \\
\left[ \frac{\partial^2}{\partial z^2} - g \frac{\partial}{\partial z} \right] \Phi^{(1)} &= 0 \quad \text{at } z = 0 \\
\frac{\partial}{\partial z} \Phi^{(1)} &= 0 \quad \text{at } z = H \quad (5)
\end{align*}
\]

and a set of second-order equations

\[
\begin{align*}
\nabla^2 \Phi^{(2)} &= 0 \\
\left[ \frac{\partial^2}{\partial z^2} - g \frac{\partial}{\partial z} \right] \Phi^{(2)} &= -\frac{\partial}{\partial t} \left( \nabla \Phi^{(1)} \right)^2 \\
\frac{\partial}{\partial z} \Phi^{(2)} &= 0 \quad \text{at } z = 0 \\
\frac{\partial}{\partial z} \Phi^{(2)} &= 0 \quad \text{at } z = H \quad (6)
\end{align*}
\]

The surface boundary conditions are now defined at \( z = 0 \) rather than \( z = \zeta \). In both cases the bottom surface condition is \( \frac{\partial}{\partial z} \Phi^{(1,2)} = 0 \). The second-order equations are linear with respect to the second-order terms \( (\Phi^{(2)}, \zeta^{(2)}) \), but the forcing-terms on the right-hand side (RHS) are quadratic in the first-order terms \( (\Phi^{(1)}, \zeta^{(1)}) \). The RHS of the second line of equation (6) has the general form outlined in equation (1). The third line of equation (6) is not required to compute water column pressure fluctuations and is not considered further. The first- and second-order pressure are similarly derived by substituting equation (4) into equation (3),

\[
\begin{align*}
\rho^{(1)} &= -\rho \frac{\partial}{\partial t} \Phi^{(1)} \\
\rho^{(2)} &= -\rho \frac{\partial}{\partial t} \Phi^{(2)} + \frac{1}{2} \left( \nabla \Phi^{(1)} \right)^2 \quad (7)
\end{align*}
\]

where the static pressure term, \( -\rho g z \), is neglected as only the dynamic pressure at the seabed excites seismic waves.

We derive \( \Phi^{(1,2)} \) given an arbitrary first-order surface wave \( \zeta^{(1)} \) displacement spectrum. As equations (5) and (6) are linear, they must be satisfied for each frequency component. Fourier decomposition in space and time yields

\[
\begin{align*}
\begin{bmatrix} 
\zeta^{(1)} \\
\Phi^{(1)} \\
\rho^{(1)} 
\end{bmatrix} &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \begin{bmatrix} \eta_{qe} \\
\phi_{qe} \\
\rho_{qe} 
\end{bmatrix} e^{i \mathbf{q} \cdot \mathbf{x} - \sigma t} d\mathbf{q} d\sigma \\
\begin{bmatrix} 
\zeta^{(2)} \\
\Phi^{(2)} \\
\rho^{(2)} 
\end{bmatrix} &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \begin{bmatrix} \phi_{kqo} \\
\rho_{kqo} 
\end{bmatrix} e^{i \mathbf{k} \cdot \mathbf{x} - \omega t} d\mathbf{k} d\omega \quad (8)
\end{align*}
\]

where \( \mathbf{q} = (q_x, q_y)^T \) and \( \sigma \) are the wave vector and frequency of the first-order terms, and \( \mathbf{k} = (k_x, k_y)^T \) and \( \omega \) are the wave vector and frequency of the second-order terms. We use different notations for the first order and second order as there is not a one-to-one correspondence between the spectral components. The subscripts \( \ldots_{qe} \) and \( \ldots_{kqo} \) differentiate the first- and second-order components.

### 3.2. First-Order Pressure Spectrum

Substituting equation (8) into equation (5) and Fourier transforming both sides of the equations gives

\[
\begin{align*}
\begin{bmatrix} 
-|\mathbf{q}|^2 + \frac{\partial^2}{\partial z^2} \\
-\sigma^2 - g \frac{\partial}{\partial z} \\
\frac{\partial}{\partial z} + \sigma \eta_{qe} 
\end{bmatrix} \phi_{qe} &= 0 \quad \text{at } z = 0 \\
\frac{\partial}{\partial z} \phi_{qe} &= 0 \quad \text{at } z = H \quad (9)
\end{align*}
\]
It is shown by substitution [Longuet-Higgins, 1950; Kibblewhite and Wu, 1996; Svendsen, 2006] that equation (9) is satisfied by

\[
\phi_{q\tau} = -\frac{\sigma_q}{|q|} Z_q \eta_{q\tau}
\]

\[
Z_q = \frac{\cosh(|q|(H - z))}{\sinh(|q| H)}
\]

\[
\sigma_q^2 = -g \frac{\partial Z_q}{\partial z} \bigg|_{z=0} = -g \frac{Z_q'}{Z_q} = g|q| \tanh(|q| H)
\]  

(10)

where \(Z_q\) describes the depth dependence, the third equation is the standard dispersion relation for shallow-water gravity waves, and we have defined

\[
Z_q^0 \equiv Z_q(z=0) = 1/\tanh(|q| H) \quad , \quad Z_q' \equiv \frac{\partial Z_q}{\partial z} \bigg|_{z=0} = -|q|
\]  

(11)

as the depth dependence and its derivative evaluated at \(z = 0\). The dispersion relation implies \(\sigma = \pm \sigma_q\) and hence the integral over \(\sigma\) (equation (8)) can be performed as follows:

\[
\int \phi_{q\tau} e^{i(q'x - \omega t)} \delta(\sigma \pm \sigma_q) \, d\sigma = -\frac{\sigma_q}{|q|} Z_q \times \left( \eta_{q+\sigma_q} e^{i(q'(x - \omega t)} + \eta_{q-\sigma_q} e^{i(q'(x + \omega t)} \right)
\]

\[
\tilde{\phi}_q = -\frac{\sigma_q}{|q|} Z_q \left( \eta_q e^{i\xi_q} - \eta^*_q e^{-i\xi_q} \right)
\]

\[
= -i \frac{\sigma_q}{|q|} Z_q a_q \sin(\xi_q + \theta_q) = i \frac{\sigma_q}{|q|} Z_q a_q \sin(\xi_q)
\]

\[
\eta_q = \eta_{q+\sigma_q} = \eta_{q-\sigma_q}
\]

\[
\xi_q = q'x - \sigma_q t \quad , \quad a_q = |\eta_q|/2
\]  

(12)

where the subscript \(\sigma\) has been dropped on the left-hand side (LHS) to signify that there is no explicit dependence of \(\sigma\) and the \(-\) signifies that the second term in the RHS of equation (12) has been reflected over the \(\{q_x, q_y \}\) plane (this reflection is applied to all regions of \(\sigma < 0\) in the \(\{q_x, q_y, \sigma\}\) space). This simplifies the algebra and gives a real-valued term on the RHS but does not change the physics as the full integration still yields the same answer

\[
\Phi^{(1)} = \int \phi_q \,dq = \int \phi_q e^{i(q'(x - \omega t)} \,dq
\]  

(13)

We split the complex-valued spectral component \(\eta_q\) into real-valued amplitude \(a_q\) and phase \(\phi_{q}\). As we are considering arbitrary surface wave power spectra, the phase is arbitrary and we assume \(\theta_q = 0\) to eliminate a minus sign. Equation (12) is a well-known result for first-order surface waves [Svendsen, 2006, chapter 3].

Substituting equations (8) and (12) into equation (7) gives the first-order pressure

\[
\tilde{p}_q = i \rho \sigma_q \tilde{\phi}_q = \frac{\rho \sigma_q^2}{|q|} Z_q a_q \sin(\xi_q)
\]  

(14)

where, similar to equation (13)

\[
p^{(1)} = \int \rho_q \,dq = \int \rho_q e^{i\xi} \,dq
\]  

(15)

The notation \(-\) signifies a real-valued spectra defined by a sinusoidal Fourier transform. All other spectral terms are complex and must be Fourier transformed with a complex exponential. The former notation is easier to relate to physical quantities and prior derivations, while the second notation allows the equations to be written compactly. As expected, the first-order pressure decays hyperbolically with depth, and each spectral component \(p_q\) has a one-to-one mapping with the components of the surface wave spectra, \(a_q (\eta_q)\) in the real-valued (complex) spectrum.
3.3. Second-Order Pressure Spectrum

The boundary condition of the second-order equation of motion (equation (6), we consider only the second line, as the third line only serves to define \( \xi^{(2)} \) which is not important here) is an inhomogeneous differential equation, and its solution must therefore be the sum of a homogeneous and an inhomogeneous solution. The homogeneous solution, however, is equivalent to the first-order solution [equation (10)] as the homogeneous equation is identical to the first-order equation [equation (5)]. The homogeneous solution will thus display the same characteristics as the first-order term, however, it is by definition much smaller than the first-order solution and is neglected.

Substituting equation (8) into the first equation in equation (6) and Fourier transforming gives

\[
\left[ k^2 - \frac{\partial^2}{\partial z^2} \right] \phi_{k_0} = 0
\]  

(16)

which is satisfied by a separation of variables to define a depth dependance \( Z_k \) and a surface spectrum \( \varphi_k \), where

\[
\begin{align*}
\phi_{k_0} &= Z_k(z)\varphi_{k_0}, \\
Z_k &= (C_k + e^{ikz} + C_k - e^{-ikz})
\end{align*}
\]  

(17)

Substituting equation (17) into the fourth line of equation (6) with \( Z_k(z = 0) = 1 \) gives the depth dependance

\[
Z_k = \frac{\cosh(|k|(H - z))}{\cosh(|k|H)}.
\]  

(18)

The second line in equation (6) is complicated because the two sides are being integrated over different variables. The LHS is integrated over the second-order variables \( k \) and \( \omega \) and the RHS over the first-order wave vector \( q \). The following steps evaluate the RHS of equation (6) (second equation) at \( z = 0 \): First,

\[
\nabla \Phi^{(1)} = \int \nabla \tilde{\Phi}_q dq = \int \left[ \frac{iq_z Z_q}{\alpha^2} \right] \varphi_q dq
\]

\[
= \int [iq_z Z_q^0] \frac{\sigma_q}{Z_q} \left( \eta_1 e^{i\xi_1} + \eta_2 e^{-i\xi_1} \right) dq
\]

(19)

which follows from equations (10)–(13), and where \( \varphi_q \) is the first-order spectrum separated from the depth-dependance. Second,

\[
(\nabla \Phi^{(1)} )^2 = \nabla^T \Phi^{(1)}(q_1) \nabla \Phi^{(1)}(q_2)
\]

\[
= \int \int (Z'_1 Z'_2 - Z''_1 Z''_2 q_1 q_2) \frac{\sigma_1 \sigma_2}{q_1 q_2} (\eta_1 \eta_2 e^{i(\xi_1 + \xi_2)} + \eta_1 \eta_2 e^{i(\xi_1 - \xi_2)} + \eta_1^* \eta_2^* e^{-i(\xi_1 + \xi_2)} + \eta_1^* \eta_2^* e^{-i(\xi_1 - \xi_2)}) dq_1 dq_2
\]

\[
= \int \Theta \left[ |\eta_1 \eta_2| \cos(\xi_1 + \xi_2) + |\eta_1 \eta_2| \cos(\xi_1 - \xi_2) \right] dq_1 dq_2
\]

(20)

where we used the notation \( \sigma_q = \sigma_q, \eta_q = \eta_q, \) and \( \xi_q = \xi_q. \) We have utilized the independence of the integration variables \( q_1 \) and \( q_2 \), and, once again, we have incorporated the phase terms into \( \xi_j = \xi_j + \theta_q \).

The factor \( \Theta \) is given by

\[
\Theta = 2 \frac{\sigma_1 \sigma_2}{q_1 q_2} (Z'_1 Z'_2 - Z''_1 Z''_2 q_1 q_2)
\]

\[
= 2 \frac{\sigma_1 \sigma_2}{q_1 q_2} (Z'_1 Z'_2 - Z''_1 Z''_2 |q_1 q_2| \cos \theta_{12})
\]

(21)

which introduces a multiplicative scaling on the amplitude of the second-order waves. This varies with the relative angle \( \theta_{12} \) between the direction of propagation of the two first-order spectral components from...
Thus, deepwater waves propagating in parallel produce no second-order forcing. Opposing components produce the largest amplitude interactions. In deep water, \(Z_q^0 \rightarrow 1\) and, as \(Z_q' = -|q|\), the RHS of equation (21) is zero when \(\theta_{12} = 0\). Thus, deepwater waves propagating in parallel produce no second-order forcing.

Performing the time derivative gives the RHS of the second equation in equation (6)

\[
-\frac{\partial}{\partial t} (\nabla \Phi^{(1)})^2 = \int \int \Theta \left[ (\sigma_1 + \sigma_2)|\eta_1, \eta_2| \sin(\xi_1 + \xi_2) + (\sigma_2 - \sigma_1)|\eta_1^*, \eta_2^*| \sin(\xi_2 - \xi_1) \right] \, dq_1, dq_2
\]  

(22)

Substituting equation (22) into the RHS and equation (8) into the LHS of equation (6) gives

\[
\int \int \left[ -\omega^2 + g|k| \tanh(|k|H) \right] \phi_{kw} e^{i\omega t} \, dk \, d\omega = \int \int \Theta \left[ (\sigma_1 + \sigma_2)|\eta_1, \eta_2| \sin(\xi_1 + \xi_2) + (\sigma_2 - \sigma_1)|\eta_1^*, \eta_2^*| \sin(\xi_2 - \xi_1) \right] \, dq_1, dq_2
\]  

(23)

Fourier transforming, \(\int \int \cdots e^{i\omega \mathbf{k} \cdot \mathbf{x} - \omega t} \, d\mathbf{x} \, dt\) equation (23) gives

\[
\phi_{kw}(z = 0) = \frac{\alpha'}{\mathcal{A}} [S_+(k, \omega) + S_-(k, \omega)]
\]  

(24)

where the \(\omega\) on the RHS stems from the \(\sigma_2 + \sigma_1\) and \(\sigma_2 - \sigma_1\) in equation (23) which have been taken outside the integral, and

\[
D(k, \omega) = -\omega^2 \mathcal{Z}_k^0 - g \mathcal{Z}_k' = g|k| \tanh(|k|H) - \omega^2
\]

\[
S_+(k, \omega) = \int \int \Theta \left[ |\eta_1, \eta_2| \left[ \delta(k - (q_1 + q_2)) \delta(\omega - (\sigma_1 + \sigma_2)) - \delta(k + (q_1 + q_2)) \delta(\omega + (\sigma_1 + \sigma_2)) \right] \right] \, dq_1, dq_2
\]

\[
S_-(k, \omega) = \int \int \Theta \left[ |\eta_1^*, \eta_2^*| \left[ \delta(k - (q_1 - q_2)) \delta(\omega - (\sigma_1 - \sigma_2)) - \delta(k + (q_1 - q_2)) \delta(\omega + (\sigma_1 - \sigma_2)) \right] \right] \, dq_1, dq_2
\]  

(25)

where we have used \(\int \sin(k^{\text{rel}} \mathbf{x} - \omega t') e^{i\omega k \cdot \mathbf{x}} \, d\mathbf{x} \, dt' = 1/2 \left[ \delta(k - k') \delta(\omega - \omega') - \delta(k + k') \delta(\omega + \omega') \right]\). Due to the sifting properties of the \(\delta\) functions, the integrals in equation (25) reduce to the sum of two points in the \(\{q_1, q_2\}\) space for each \(k\) and \(\omega\) (Figures 4a and 4b). We have also used \(\mathcal{Z}_k^0 = Z_k^0(z = 0)\) and \(\mathcal{Z}_k' = \partial Z_k'/\partial z |_{z=0}\) as in the first order.

Introducing the variables

\[
k_+ = q_1 + q_2, \quad \omega_+ = \sigma_1 + \sigma_2
\]

\[
k_- = q_1 - q_2, \quad \omega_- = \sigma_1 - \sigma_2
\]  

(26) \hspace{1cm} (27)

which represent the sum and difference component of the interacting first-order waves. This simplifies the integrals in equation (25)

\[
S_+(k, \omega) = \int \int \Theta \left[ |\eta_1, \eta_2| \left[ \delta(k - k_+) \delta(\omega - \omega_+) - \delta(k + k_+) \delta(\omega + \omega_+) \right] \right] \, dq_1, dq_2
\]

\[
S_-(k, \omega) = \int \int \Theta \left[ |\eta_1^*, \eta_2^*| \left[ \delta(k - k_-) \delta(\omega - \omega_-) - \delta(k + k_-) \delta(\omega + \omega_-) \right] \right] \, dq_1, dq_2
\]  

(28)

The integration contours defined by the \(\delta\) functions in \(\{q_1, q_2\}\) space for two opposing waves are shown in Figures 4a and 4b. Note that the variables \(\eta_1, \eta_2, \Theta, k_+\), and \(\omega_+\) depend on \(q_1\) and \(q_2\) (Figures 4c and 4d) and thus are important in the integration. We refer to these terms as the sum \(S_+\) and difference \(S_-\) interactions. Given two opposing narrowband waves such that \(|\eta_1|\) is peaked around \(q_1\) and \(q_2\), the sum interactions peak around wave vectors of \(k_+ = q_1 + q_2\) and frequencies around \(\omega_+ = \sigma_1 + \sigma_2\), and the difference interactions peak around \(k_- = q_1 - q_2\) and \(\omega_- = \sigma_1 - \sigma_2\).
Combining equations (24) with (18) gives the second-order amplitude spectrum

$$\phi_{kw} = \frac{Z_k}{D} \omega \left[ S_+(k, \omega) + S_-(k, \omega) \right]$$  \hspace{1cm} (29)

Equation (29) is infinite if $\omega^2 = g|k| \tanh(|k|H)$ but substituting, $k = q_1 \pm q_2$, $\omega = |\sigma_1 \pm \sigma_2|$ and $\sigma_1^2 = g|q_1| \tanh(|q_1|H)$ shows that equality only occurs in the trivial case where $\sigma_1 = 0$ or $\sigma_2 = 0$, and therefore, $S_{kw} = 0$ (Hasselmann, 1962). Equation (29) therefore remains finite for all $\omega$ and $k$.

Substituting equations (29) and (10) into equation (7) gives the second-order pressure interaction contours (Figure 4a) and by consistent with terms, which decay exponentially, gives the DF approximation of the second-order pressure as

$$p_{kw} = \frac{-\rho \sigma^2 Z}{D} \left[ S_+(k, \omega) + S_-(k, \omega) \right] - \frac{\rho}{2} \left[ \hat{S}_+(k, \omega) + \hat{S}_-(k, \omega) \right]$$

$$= \rho_+ + \rho_-$$

where

$$\rho_+ = \frac{-\rho \sigma^2 Z}{D} S_+(k, \omega) - \frac{\rho}{2} \hat{S}_+(k, \omega)$$

$$\hat{S}_+(k, \omega) = \int \int \frac{Z\Theta}{2} |q_1| |q_2| \delta(|k - k_0|) \delta(\omega - \omega_0) \, dq_1 \, dq_2$$

$$Z = Z_{q_1} Z_{q_2} = \frac{\cosh(|q_1||H - z|) \cosh(|q_2||H - z|)}{\cosh(|q_1||H|) \cosh(|q_2||H|)}$$

The first term in $\rho_+$ is due to the second-order velocity potential, and the second term is due to the quadratic first-order term in equation (7). The $\hat{S}_+$ terms decay rapidly away from the surface and have been neglected in most prior work (Kibblewhite and Wu [1996] is a notable exception). $\hat{S}_+$ differs from $S_+$ in depth dependence which, in equation (31), is inside the integral. The $S_+$ terms do not decay with depth when $q_1 = -q_2$ (considered in the following section), but the $\hat{S}_+$ terms nonetheless decay exponentially in this case.

To investigate the effect of the $\hat{S}_+$ terms, which may be important in shallow water, the pressure from just these terms is also computed

$$\hat{p}_+ = \frac{\rho}{2} \hat{S}_+(k, \omega)$$

3.4. Double-Frequency Approximation

In the case where $q_1 \approx -q_2$, such that

$$|k| \approx 0, \quad \omega \approx 2\sigma_q = 2 \sqrt{|q|} \tanh(|q|H)$$

$$\Theta \approx 2\sigma_q \sigma_q (1 + 1) = 4\sigma_q^2$$

$$\cos(\xi_{kw}) \approx \cos(2\tau t)$$

$$Z_k \approx 1, \quad D \approx \omega^2 = 4\sigma_q^2$$

the rate of exponential decay with depth is negligible, and thus, these components propagate in deep water without decay. Prior works (Kibblewhite and Wu [1996] being a notable exception) have assumed these double-frequency (DF) terms dominant and integrated ($q_1, q_2$) space over the region in which $q_1 = -q_2$ [Longuet-Higgins, 1950; Hasselmann, 1963]. This region is the diagonal, marked by $k = 0$ in the sum interaction contours (Figure 4a) and by $\omega = 0$ in the difference interaction contours (Figure 4b).

Evaluating the second-order components, only along the contour $k = 0$ is the DF approximation. The integration region $\kappa_{kq}$ is given by

$$\int \int_{\kappa_{kq}(\omega)} dq_1 dq_2 = \int \int \delta(q_1 - q_2) \delta(\omega - 2\sigma_q) dq_1 dq_2$$

and applying these integration limits, substituting equation (33) into equation (30), and neglecting the $\hat{p}_+$ terms, which decay exponentially, gives the DF approximation of the second-order pressure as

$$p_{DF}(\sigma) = -2\rho \sigma^2 \sigma_q^2 \cos(2\tau t)$$

consistent with Longuet-Higgins [1950, equations (31) and (175)]. In deep waters, equation (30) tends to equation (35), and the first-order pressure [equation (14)] tends to zero.
4. Compressibility

Here we develop the theory for a compressible ocean. Other than the change in depth dependence, the first- and second-order pressure spectra in a compressible fluid (equations (45) and (53)) are almost identical to those of a compressible fluid (equations (14) and (30)). Thus, the second-order spectral peaks at frequencies corresponding to DF microseisms (sum contributions) and the Earth’s seismic hum (difference contributions) will be present in a compressible fluid.

In a compressible ocean with acoustic wave velocity

\[ c^2 = \frac{\partial p}{\partial \rho} \]  

(36)

the boundary conditions (the later lines of equations (5) and (6) in the incompressible case) are unchanged. The linearized continuity equations (the first line of equations (5) and (6)) become [e.g., Kibblewhite and Wu, 1996]  

\[
\nabla^2 \Phi^{(1,2)} + \frac{g}{c^2} \frac{\partial}{\partial z} \Phi^{(1,2)} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \Phi^{(1,2)} = 0 \tag{37}
\]

which is strictly true for the first order and asymptotically true for the second-order equation. The full second-order equation contains a term (not shown) on the RHS of equation (37). The compressible terms on the LHS are due to surface loading (compressibility induced corrections from motions of the surface). The compressible term on the neglected RHS is due to “internal loading in the water column” (compressibility induced corrections from bulk-fluid motion). The latter contribution can be shown to be insignificant and hence is neglected [e.g., Kibblewhite and Wu, 1996]. The new terms in equation (37) describe how the fluid velocity is affected by density fluctuations caused by the vertical motion of the sea surface.

4.1. First-Order Pressure Spectrum

Substituting equation (8) into equation (5) and Fourier transforming both sides of the equations gives

\[
\begin{align*}
[-|q|^2 + \frac{\partial^2}{\partial z^2} + \frac{2g}{c^2} \frac{\partial}{\partial z} + \frac{e^2}{c^2}] \Phi_{qe} &= 0 \\
\left[-\sigma^2 - \frac{g}{c^2} \frac{\partial}{\partial z} \Phi_{qe} = 0 \atop \frac{\partial}{\partial z} \Phi_{qe} = 0 \atop -\frac{\partial}{\partial z} \Phi_{qe} = 0 \right] \text{ at } z = 0 \\
\frac{\partial}{\partial z} \Phi_{qe} = 0 \text{ at } z = H
\end{align*}
\]  

(38)

Note that equation (38) is identical to equation (9) except for the first-line. Defining

\[
K^2 = |q|^2 - \sigma^2 / c^2 \\
a = g / 2c^2 \\
Q_q = \sqrt{a^2 + K^2} = \sqrt{|q|^2 + (g^2 / 4c^2 - \sigma^2) / c^2} \\
\Gamma_{\pm} = -a \pm Q_q = -\frac{g}{2c^2} \pm \sqrt{|q|^2 + (g^2 / 4c^2 - \sigma^2) / c^2}
\]  

(39)

The first-order solutions to the compressible equations of equation (38) is

\[
\begin{align*}
\Phi_{qe} &= -i \frac{\sigma}{|q|} \Xi_{qe} \\
\Xi_{qe} &= C_q e^{-iQ_q H} + C_q e^{iQ_q H} \\
&= e^{-\sigma z} (C_q e^{Q_q H} + C_q e^{-Q_q H}) \\
C_{qe} &= \frac{|q| e^{-Q_q H}}{\Gamma_{q} \left(e^{Q_q H} - e^{-Q_q H}\right)} = -\frac{|q|}{\Gamma_{q}} e^{-Q_q H} 2 \sinh(Q_q H) \\
C_q &= \frac{|q| e^{Q_q H}}{\Gamma_{q} \left(e^{Q_q H} - e^{-Q_q H}\right)} = \frac{|q|}{\Gamma_{q}} e^{+Q_q H} 2 \sinh(Q_q H) \\
\sigma^2 &= \frac{g}{2Q_q} = gK^2 Q_q \cosh(Q_q H) - a \sinh(Q_q H)
\end{align*}
\]  

(40-43)
where \( \Xi_q \) describes the depth dependence, equation (43) is the dispersion relation, and once again, we define the depth dependence and its derivative at the surface

\[
\Xi^0_q \equiv \Xi_q(z = 0) = C_{q^+} + C_{q^-}, \quad \Xi'_q \equiv \left. \frac{\partial \Xi_q}{\partial z} \right|_{z=0} = C_{q^+} + C_{q^-} - G_{q^+} + C_{q^-} - G_{q^-}.
\]

(44)

As in the compressible case, the dispersion relation implies \( \sigma = \pm \sigma_q \) and hence, the integral over \( \sigma \) (equation (8)) becomes (following equations (12)–(14))

\[
\rho_q = \rho \sigma_q^2 \Xi_q = \rho \sigma_q^2 \Xi_q \left( \eta_q e^{i\xi_q} - \eta_q e^{-i\xi_q} \right)
\]

\[
= \rho \sigma_q^2 \Xi_q \left( \sin(\xi_q) \right)
\]

(45)

Note that in the limiting case as \( c \to \infty \),
\[
K \to |q|, \quad a \to 0, \quad Q \to |q|,
\]

\[
\Gamma_z \to \pm |q|, \quad \Xi_q \to Z_q, \quad \sigma_q^2 = \frac{Z'_q}{Z_q}, \quad \sigma_q \to \frac{Z'_q}{Z_q}
\]

(46)

4.2. Second-Order Pressure Spectrum

Substitution of equation (8) into the second-order continuity equation and Fourier transforming gives

\[
\left\{ -|k|^2 + \frac{\partial^2}{\partial z^2} + \frac{9}{c^2} \frac{\partial}{\partial z} + \frac{\sigma_q^2}{c^2} \right\} \phi_{k0} = 0
\]

(47)

which corresponds to equation (16) in the incompressible case. Equation (47) is satisfied by

\[
\phi_{k0} = \Xi_k(z) \varphi(k, \omega)
\]

\[
\Xi_k = C_{k^+} e^{-\sigma_q \xi_k z} + C_{k^-} e^{\sigma_q \xi_k z}
\]

(48)

where \( \varphi(k, \omega) \) gives the field at the surface, and the depth dependence is given by \( \Xi_k(z) \). The constants \( C_{k^+}, C_{k^-} \) are found from line 2 in equation (47) and at the surface, \( \Xi_k(z = 0) = 1 \):

\[
C_{k^+} = \frac{(a + Q) e^{-Q_k H}}{2(Q_k \cosh(Q_k H) - a \sinh(Q_k H))}
\]

\[
C_{k^-} = \frac{(-a + Q) e^{Q_k H}}{2(Q_k \cosh(Q_k H) - a \sinh(Q_k H))}
\]

(49)

Note that the depth dependence is similar to the first-order but the dispersion relation no longer holds, \( \omega \) and \( k \) vary independently.

The surface boundary condition

\[
\left\{ \frac{\partial^2}{\partial t^2} - \frac{9}{c^2} \frac{\partial}{\partial z} \right\} \Phi = -\frac{\partial}{\partial t} \left( \nabla \Phi \right)^2
\]

(50)

is identical to the incompressible case except the depth dependence terms have changed: \( Z'_q \to Z^0_q \) and \( Z''_q \to \Xi'_q \). Thus, the following equations (19)–(29) give the compressible second-order velocity potential

\[
\phi_{k0} = \Xi_k \omega \left[ S_+(k, \omega) + S_-(k, \omega) \right]
\]

(51)

where

\[
D(k, \omega) = -\omega^2 \Xi^0_k - \frac{9}{c^2}
\]

\[
S_+(k, \omega) = \int \frac{2}{\Theta} \eta_1 \eta_2 \left[ \delta(k - k_+) \delta(\omega - \omega_+) - \delta(k + k_+) \delta(\omega + \omega_+) \right] dq_1 dq_2
\]

\[
S_-(k, \omega) = \int \frac{2}{\Theta} \eta_1 \eta_2 \left[ \delta(k - k_-) \delta(\omega - \omega_-) - \delta(k + k_-) \delta(\omega + \omega_-) \right] dq_1 dq_2
\]

(52)

\[
\Theta = 2 \frac{\sigma_q^2 e^{Q_k H}}{q_1 q_2} \Xi'_q \Xi'_2 - \Xi^0_q \Xi^0_2 [q_1 q_2] \cos \theta_{12}
\]
where once again we have defined the second-order depth dependancies at the surface \( \Xi_k^0 = \Xi_k(z=0) \) and \( \Xi'_k = \partial \Xi_k / \partial z \big|_{z=0} \).

Substituting equation (52) into equation (7) gives

\[
 p_{k\omega} = \frac{-\rho \omega^2 \Xi_k}{D} \left[ \xi(k,\omega) + \xi(k,\omega) \right] - \frac{\rho}{2} \left[ \hat{\xi}(k,\omega) + \hat{\xi}(k,\omega) \right]
\]

\( p_{\pm} = p_+ + p_- 
\]

where

\[
 p_{\pm} = -\frac{\rho \omega^2 \Xi_k}{D} \xi(\pm)(k,\omega) - \frac{\rho}{2} \hat{\xi}(k,\omega)
\]

\[
 \xi(\pm)(k,\omega) = \int \int \frac{\Theta}{2} \eta_1 \eta_2 \delta(k-k_\pm) \delta(\omega-\omega_\pm) d\eta_1 d\eta_2
\]

\[
 \hat{\xi} = \Xi_k \Xi_k
\]

Note that the second-order pressure in a compressible fluid is identical to that of an incompressible fluid except that the multiplicative factor \( D \) and the directional dependance \( \Theta \) are now defined by the compressible depth dependence, \( \Xi_k \), and \( \Xi'_k \), rather than the incompressible forms \( Z_k \) and \( Z'_k \). As in the incompressible solutions the rate of decay with depth varies with wave number and frequencies.

When \( \Gamma_{\pm} \) are real, \( \Xi_k \) behaves qualitatively as \( Z \) and the pressure equation describes bulk movements of the fluid due to surface wave-motion. When \( \Xi_k \) is complex, as occurs when

\[
 \sigma^2 > c^2 |q|^2 + 1/4(g/c)^2
\]

\[
 \omega^2 > c^2 |k|^2 + 1/4(g/c)^2
\]
Figure 4. Contours of second-order wave number \( k_+ = q_1 + q_2 \) (color) and frequency \( \omega_+ = \sqrt{g |q_1| + \sqrt{g |q_2|}} \) against the first-order wave numbers for 1-D (a) sum and (b) difference interactions \( \mathcal{H} = \infty \). Only the second and fourth quadrants are shown as \( \Theta \) (equation (21)) is zero in the other quadrants. The integrands of equation (28) \( \rho \omega^2 \Theta \) are shown for the (c) sum and (d) difference interactions over the fourth quadrant of Figures 4a and 4b multiplied by \( \rho \omega^2 \Theta / D \) to give units of pressure. Contours of \( k \) are plotted in black and the \( k_+ = 0 \), is shown (dotted line) in both Figures 4c and 4d. The integral in equation (28) is evaluated by summing the values in Figures 4c and 4d over the contours in Figures 4a and 4b to give second-order (e) sum and (f) difference surface pressures as a function of \( k \) and \( \omega \) (dB referenced to Pa/(m\(^{-1}\)Hz)).
Figure 5. Pressure spectra (at the ocean surface \( z = 0 \)) of the first-order (\( p_\alpha \), solid line), and second-order sum (\( p_\alpha + p_\beta \), dashed line) and difference (\( p_\alpha - p_\beta \), dashed-dotted line) components against (a) wave vector \( k \) and (b) frequency (\( \sigma \) or \( \omega \)). The DF approximation \( p_{\text{DF}} \) (o) is obtained by integrating over the region of \( \{ q_1, q_2 \} \) space where \( k = 0 \) (the dotted line along the diagonals of Figures 4c and 4d).

for the first-order and second-order solutions, then \( \Xi_k \) becomes a complex-valued exponential. In the special case where \( \text{Re}(\Gamma_\pm) = 0 \), then \( |\Xi_k| \) does not decay with depth. This describes a propagating acoustic wave. Thus, there will be certain points in the wave number-frequency plane, where surface wave energy excite propagating acoustic modes. These may excite standing waves such that certain wave numbers and frequencies resonate in the water column and thus the pressure spectrum at depth will be dominated by these discrete nodes [Longuet-Higgins, 1950; Hasselmann, 1963; Ardhuin and Herbers, 2013].

5. Simulations

5.1. One-Dimensional Incompressible Infinitely Deep Ocean

We numerically compute the first and second-order solutions to the incompressible equations (sections 3.2 and 3.3) with a realistic first-order surface wave spectrum. Initially, we minimize the algebra by considering only waves propagating in one dimensional such that \( \Theta = [0, \pi] \) and setting the ocean depth \( H \to \infty \) such that equations (10), (18), and (21) become

\[
\begin{align*}
Z_q &\to e^{-|q|z} \\
\sigma_q^2 &\to g|q| \\
Z_k &\to e^{-|k|z} \\
\Theta &\to \begin{cases} 
0 & \delta_{12} = 0 \\
\frac{2\sigma_{q1}\sigma_{q2}}{\delta_{12}} & \delta_{12} = \pi
\end{cases}
\end{align*}
\]

5.1.1. Surface Wave Spectrum

The first-order surface wave spectrum \( a_q \) (equation (14)) is constructed with two opposing wavefields in a one-dimensional space. The two wavefields are generated with the Joint North Sea Wave Project (JONSWAP)
Journal of Geophysical Research: Solid Earth

Figure 6. Pressure spectra of the first-order pressure \( p_q \) (solid line), and the second-order sum \( p_+ \) (dashed line) and difference \( p_- \) pressures (dash-dotted line) at depths of (a, b) 10, (c, d) 100, and (e, f) 1000 m. Pressure spectra of \( p_\pm \) (dashed, dash-dotted lines) and \( \tilde{p}_\pm \) (triangle, square) (equation (32)) at depths of (g) \( z = 10 \) and (h) \( z = 100 \) m.

spectrum [Hasselmann et al., 1973]

\[
\begin{align*}
\sigma_q &= \frac{ag^2}{q^3} e^{-\frac{q}{k}} \left( \frac{q}{q_u} \right)^4 \\
\sigma_p &= 22 \left( \frac{g^2}{U_{10}^2F} \right)^{1/3} \\
 \alpha &= 0.076 \left( \frac{U_{10}^2}{Fg} \right)^{0.22} \\
\beta &= \begin{cases} 
0.07 & \sigma \leq \sigma_p \\
0.09 & \sigma > \sigma_p 
\end{cases}
\end{align*}
\]  

(57)

with wind speed \( U_{10} \) of 15 and 20 m/s and fetch \( F \) of 700 and 200 km. The first-order solutions \( \psi_q \) (equation (10)) were computed as functions of \( q \) for 256 equispaced values (1.6 \( \times \) 10\(^{-3} \) spacing) of \( q \) from \(-0.2\) to \(0.2\) m\(^{-1}\). As the wave spectra have different wind speeds and fetch, they have different peak frequencies (0.07 and 0.1 Hz) but their spectra overlap (Figure 3).
Figure 7. Two-dimensional pressure spectra for (a) first-order, $p_q$, (b) second-order sum, $p_+$, and (c) second-order difference, $p_-$, contributions for opposing first-order waves in a compressible ocean of 100 m depth (radial rings: 0.05, 0.1, and 0.15 m$^{-1}$). The pressure spectra are integrated over all angles and plotted against frequency at the ocean (d) surface and (e) bottom (dB referenced to kPa/Hz).

5.1.2. Numerical Integration
To compute the second-order pressure (equation (30)) the integrals in equation (28) must be evaluated, which we do, numerically. In a 1-D model, $q$ becomes $±|q|$, and from the 256 values of $q$ in our model we compute a $256 \times 256$ matrix in which the row and column indices correspond to the indices of two interacting spectral components, $q_1$ and $q_2$. For each value we compute four matrices of the second-order wave number and frequency produced by sum and difference interactions: $k_+=q_1+q_2$, $k_-=q_1-q_2$, $\omega_+=\sqrt{g|q_1|}+\sqrt{g|q_2|}$, and $\omega_- = |\sqrt{g|q_1|} - \sqrt{g|q_2|}|$. The values of these second-order wave numbers and frequencies are contoured over $\{q_1, q_2\}$ space in Figures 4a and 4b. As $\Theta = 0$ for $\theta_{12} = 0$, we only plot the second and fourth quadrants, in which the quadratic interaction (RHS of equation (28)) is nonzero.

Using the JONSWAP spectrum (equation (57)) to compute $a_q$ (and thence $\eta_q = 2a_q$), the integrand of equation (28) is computed over $\{q_1, q_2\}$ space and multiplied by $\rho \omega^2 / D$ to give units of pressure (as in equation (30)). This integrand is plotted in Figures 4c and 4d over the region corresponding to the fourth quadrants of Figures 4a and 4b. Note that in the sum interaction (Figure 4c) $\omega = \sqrt{g|q_1|} + \sqrt{g|q_2|}$. 
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Figure 8. Two-dimensional pressure spectra for (a) first-order, $p_1^{2D}$, (b) second-order sum, $p_2^+$, and (c) second-order difference, $p_2^-$, contributions for opposing first-order waves in a compressible ocean of 1000 m depth (radial rings: 0.05, 0.1, and 0.15 m$^{-1}$). The pressure spectra are integrated over all angles and plotted against frequency at the ocean (d) surface and (e) bottom (dB referenced to kPa/Hz).

whereas in the difference interaction (Figure 4d) $\omega = |\sqrt{g|q_1|} - \sqrt{g|q_2|}|$, and hence, the integrand, which is proportional to $\omega^2$, is zero along the diagonal in the difference interaction. This is the value where $q_1 = -q_2$ and hence is the region where double-frequency standing waves occur (section 3.4).

To compute the second-order pressure spectrum a 513-point equispaced vector of second-order wave number ($k$) is defined from $-0.4$ to $0.4$ m$^{-1}$ (spacing $\Delta k = 1.6 \times 10^{-3}$ m$^{-1}$) and a 256-point equispaced vector of second-order frequency $\omega$ is defined from 0 to $2 \sqrt{0.2g}$ Hz (max = 2.8 Hz, spacing. $\Delta \omega = 0.011$ Hz). For the $i$th index of wave number $k_i$ and the $j$th index of frequency $\omega_j$, the indices of the matrices of $k_\pm(q_1, q_2)$ and $\omega_\pm(q_1, q_2)$ (Figures 4a and 4b) are computed for which $k_i - \Delta k < k_\pm < k_i + \Delta k$ and $\omega_j - \Delta \omega < \omega_\pm < \omega_j + \Delta \omega$. The values of the integrand of $S_\omega$ (Figures 4c and 4d) at these indices are collected and summed to compute the integrals in equation (28), and thus, the pressure is computed as a function of $k$ and $\omega$ (Figures 4e and 4f).
Figure 9. Two-dimensional pressure spectra for (a) first-order, \( p/u \), (b) second-order sum, \( p + \), and (c) second-order difference, \( p - \), contributions for obliquely interacting first-order waves in a compressible ocean of 100 m depth (radial rings: 0.05, 0.1, and 0.15 m\(^{-1}\)). The pressure spectra are integrated over all angles and plotted against frequency at the ocean (d) surface and (e) bottom (dB referenced to kPa/Hz).

5.1.3. Results

The sum pressure occurs at higher frequencies than the difference pressure (Figures 4e and 4f). This difference is accounted for by the differing values of the contours of \( \omega_u \) over the region of \( \{q_1, q_2\} \) space with energy peaks in \( \omega_u \). Only the sum pressure contains spectral components at \( k = 0 \).

A similar procedure is performed to compute \( \hat{S}_d \) (equation (31)) which, at the surface (\( z = 0 \)), (where \( Z = Z_k = 1 \)) differs from \( S_d \) only in the multiplicative factor. Thus, the sum and difference surface pressures (equation (30)) are computed. Integrating over frequency and wave number, the surface pressure spectra can be plotted as functions of wave number (Figure 5a) and frequency (Figure 5b), respectively. Integrating only over \( k = 0 \) (performed by keeping only the diagonal elements of the matrices spanning \( \{q_1, q_2\} \) space, which is equivalent to integrating only along the dotted lines in Figures 4c and 4d) gives the double-frequency approximation (equation (33)). The peak sum and difference pressures are 10 and 15 dB smaller than the first-order pressures and occur at approximately the sum (0.1 + 0.07 = 0.17 Hz) and difference (0.1 − 0.07 = 0.03 Hz) of the two peaks in the first-order spectrum. Only the sum pressure yields a nonzero result after integration over the DF approximation.
Figure 10. Two-dimensional pressure spectra for (a) first-order, $p_1$, (b) second-order sum, $p_s$, and (c) second-order difference, $p_d$, contributions for a single first-order wave in a compressible ocean of 100 m depth (radial rings: 0.05, 0.1, and 0.15 m$^{-1}$). The pressure spectra are integrated over all angles and plotted against frequency at the ocean (d) surface and (e) bottom (dB referenced to kPa/Hz).

The depth dependence (equations (10) and (30)) is computed by multiplying the matrices defining the integrands of $S_\pm$ (illustrated in Figures 4c and 4d) by $Z_k = e^{-|k|^2z}$ and $\tilde{Z} = e^{-(|q_1|^2+|q_2|^2)z}$ before integration (section 5.1.2). This allows the pressure spectrum to be computed at $z = 10, 100$ and $1,000$ m (Figure 6). The second-order sum pressure $p_s$ increases relative to the first-order pressure $p_1$ (Figure 6) with increasing depth and by 1000 m the DF approximation is accurate. The difference pressure $p_d$ decays rapidly, since it peaks at higher $k$ than the first order and sum pressure. The quadratic sum $\tilde{p}_s$ decays faster with depth than the full-solution $p_s$ and the quadratic difference $\tilde{p}_d$ decays similarly to the full-solution $p_d$ (Figure 6g).

5.2. Two-Dimensional Compressible Shallow-Water Ocean

As in section 5.1, we numerically compute the first- and second-order pressures for realistic surface wave spectra; however, in this case we use the compressible equations of section 4, with sound speed $c = 1500$ m/s and ocean depth $H = 100$ m or $H = 1000$ m. We consider three surface wave spectra, all generated with a JONSWAP spectrum with wind speed 20 m/s acting over a fetch of 700 km and with three angular distributions: (1) an opposing wave scenario, in which the spectral wave energy is contained within two 18° azimuth bins that directly oppose each other; (2) an oblique wave scenario, in which the spectral
wave energy is contained within two 18° azimuth bins with centers separated by 90°; and (3) a single wave train scenario, in which the spectral wave energy is contained within one 36° azimuth bin. At all azimuths outside these bins the spectrum is zero. The directional spread of ocean waves is ubiquitous in observations and is often modeled using an azimuthal spread function [Webb and Cox, 1986; Farrell and Munk, 2010]. We forego this function and directly define the 2-D spectra.

5.2.1. Numerical Integration

The numerical integrations are computed in the same manner as described in section 5.1.2 except the integrands of equation (52) (analogous to those shown in Figures 4c and 4d) are now 4-D tensors over \{q1, q2\} space and the contours of \(k_z\), \(\omega_z\), analogous to Figures 4a and 4b), must be computed over this 4-D space, as do the second-order azimuths \(\theta_z = \arctan(k_y/k_x)\), for sum and difference interactions. The first-order spectra were discretized over 100 wave numbers \(|q|\) \((1.8 \times 10^{-3} \text{ m}^{-1} \text{ spacing})\) and 160 azimuth \((2.25° \text{ spacing})\) bins. The frequency \(\sigma\) of each wave number bin was computed with the shallow-water dispersion relation (equation (43)). The \(|k_z|\), \(|\omega_z|\) and \(\theta_z\) were computed for each value of a \(100 \times 100 \times 160 \times 160\) tensor encompassing all possible interacting first-order pairs.

For numerical efficiency, the integrals of equation (52) were approximated by identifying the index of the 4-D integrand of \(S_\pm\) with maximal power and summing its magnitude into the appropriate bins of second-order sum and difference wave numbers \(|k_z|\) \((100 \text{ bins}, 1.9 \times 10^{-2} \text{ Hz})\), and azimuths \(\theta_z\) \((160 \text{ bins}, 2.25° \text{ spacing})\). The summation was continued successively with the next largest component of \(S_\pm\) until the net change in power of the second-order spectra (both sum and difference interactions) was more than 160 dB below the spectral peak.

The sum and difference pressure spectra are computed as a function of \(k\) and \(\omega\) at the surface and at the 100 m seabed and plotted in Figures 7, 9, and 10 for the three surface wave spectra considered. The seabed pressure due to opposing waves is also computed in a deepwater simulation with 1000 m depth (Figure 8).

5.2.2. Results

In the case of opposing waves in 100 m ocean depth (Figure 7) the sum pressure spectrum contains a peak at twice the frequency of the first-order wave spectrum and, at the seabed, this is approximately equal in power to the first-order peak. A portion of the energy contained in the sum-pressure, at wave number \(|k| = 0\) (the DF approximation, section 3.4), will not decay with depth, and this result describes the well known double-frequency standing wave solution. However, the full-pressure spectrum including all evanescent components produces significant differences in seabed pressure, in that it contains (1) more energy than the DF approximation at frequencies above the DF peak (0.14 Hz, Figure 7d) and (2) the difference pressure \(p_\pm\) produces a spectral peak at very low frequencies which, at its peak frequency (0.01 Hz), is equivalent in power to the first-order \(p_0\) and sum \(p_+\) pressure. The frequency of these peaks \((p_0, p_+, p_-)\) correspond to the frequencies of observed seismic noise (PM, DF, and hum). In this simulation, the sum pressure peak is at \(|k| = 0\), but this is only because the two opposing wave trains are exactly equal and opposite; in general, the sum pressure peak will not be at \(|k| = 0\) (for example, Figure 5a). The same opposing wave surface spectrum was used to compute the pressure response in an ocean of 1000 m depth (Figure 8). In such deepwater cases the DF approximation well approximates the seabed pressure.

In the case of obliquely interacting waves (Figure 9), there is no energy produced at \(|k| = 0\) (Figure 9b); and correspondingly, the sum and the difference pressure spectral peaks at the seabed are both 20 dB lower than the peak of the first-order pressure spectrum, and the DF approximation is zero. In the case of a single wave (Figure 10) spread over a range of azimuths, the sum and difference pressures decay more rapidly with depth and are 50 dB below the first-order pressure.

The obliquely interacting waves and single waves with directional spread produce weaker seabed pressures than the sum pressure produced by opposing waves. Opposing waves, however, require particular sea states, whereas the more general interactions are likely ubiquitous, particularly in shallow water where seabed interactions can diffract and refract incoming waves. Thus, we expect spectral peaks at frequencies corresponding to the sum and difference of ocean waves to be ubiquitous in shallow waters.

6. Conclusion

A full evaluation of second-order pressure spectrum in the water column shows two distinct peaks. One peak is produced by sum interactions of the first-order waves and occurs at about double the peak of the first-order spectrum. The second peak is produced by difference interactions of the first-order waves and
occurs at much lower frequencies than the first-order wave. The frequency bands of these two peaks are consistent with the observed spectra of DF microseisms and the Earth's seismic hum. The first-order pressure waves produce a spectral peak at frequencies consistent with the observed PM spectrum. At the seabed in shallow water these three spectral peaks are similar in power and, as they are generated by obliquely interacting waves and single waves with an azimuthal spread of energy, they are likely ubiquitous.

Thus, a complete integration of the first-order interactions, including the hitherto ignored difference interactions, is consistent with the standing wave theories in deep water but yields a more complete theory. In shallow water this theory suggests the following:

1. Microseisms and hum may be simultaneously generated by the same wave-wave interactions;
2. DF microseism generation may be stronger than predicted by standing wave theories;
3. DF and hum generation can occur in the absence of opposing wave components;
4. A single wave train with a directional spread generates weak microseisms and hum; and
5. Because of (3) and (4) microseisms and hum can be generated without coastal reflections.
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