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Abstract: Machine learning classifiers are shown to outperform conven-
tional matched field processing for a deep water (600 m depth) ocean
acoustic-based ship range estimation problem in the Santa Barbara
Channel Experiment when limited environmental information is known.
Recordings of three different ships of opportunity on a vertical array were
used as training and test data for the feed-forward neural network and sup-
port vector machine classifiers, demonstrating the feasibility of machine
learning methods to locate unseen sources. The classifiers perform well up
to 10 km range whereas the conventional matched field processing fails at
about 4 km range without accurate environmental information.
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1. Introduction

Recently, a single ship was localized in a shallow water environment (water depth
152 m) using machine learning methods that learn a propagation relationship from the
received acoustic pressure on a vertical array and the known ship GPS.1 The feed-
forward neural network (FNN), support vector machine (SVM), and random forest
(RF) methods achieved similar results but performed best when posed as a classifica-
tion problem with data at a wide range of frequencies. In general, the model-free
machine learning methods achieved lower error than conventional matched field proc-
essing (MFP). This study solves the ship localization problem in the deep water envi-
ronment of the Santa Barbara Channel (water depth 540–600 m). The FNN and SVM
classifiers are trained and tested using three different sources of opportunity (transiting
ships) with varying speeds.

Unlike matched field processing (MFP)2,3 approaches, machine learning meth-
ods learn directly from the data, allowing them to overcome some challenges of envi-
ronmental mismatch in modeling. Machine learning in ocean acoustics was conducted
using theory and computational resources in the 1990s.4–9 A recent example of
machine learning in ocean acoustics is the application of nonlinear regression10 to
source localization. In addition, data-driven linear cross correlation methods were used
to localize sources of opportunity in shallow11,12 and deep13 water. Here, we focus on
data-driven ocean acoustic applications using nonlinear machine learning tools.

2. Localization based on machine learning

The localization problem is solved as follows:1

(1) Preprocess input data. The recorded pressure data are formed into the sample covari-
ance matrices (SCMs) and then vectorized to generate the input data of the
classifiers.

(2) Divide the preprocessed data into training and test data sets. The labels are designed
for the training data using known GPS locations.

(3) Train the classifier models on the training data set.
(4) Predict the source ranges on test data set using the trained model parameters.

2.1 Input data preprocessing

The received array data is preprocessed to minimize the effect of the complex source
spectra. Following Ref. 1, the complex pressure pðf Þ at frequency f is normalized by
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~pðf Þ ¼ pðf Þ
kpðf Þk2

: (1)

The normalized sample covariance matrix (SCM), Cðf Þ, is formed from the
normalized sound pressure ~psðf Þ at the sth snapshot, and averaged over Ns snapshots,

Cðf Þ ¼ 1
Ns

XNs

s¼1

~psðf Þ~pH
s ðf Þ: (2)

H denotes conjugate transpose operator. Cðf Þ is a conjugate symmetric matrix. The
complex upper triangular matrix entries are separated into the real and imaginary parts
and vectorized to form the real-valued input x of size L� (Lþ 1) for L sensors.

The objective of the SCM normalization is to remove effects of the source
spectrum and allow for training and test data from different sources.1

2.2 Labels and structure of classifiers

For the classification problem, a set of source ranges are discretized into K bins,
r1,…,rK, of equal width Dr. Each input vector, xn; n ¼ 1;…;N, is labeled by tn, where
tn 2 rk; k ¼ 1; :::;K represents the true source range class. The labels tn are binary
encoded to construct the N�K target matrix with binary row vectors.

For the FNN, the sigmoid and softmax functions are applied to the hidden
and output layer activations. A dropout layer14 is added before the output layer to
reduce overfitting. The cross entropy between the true and predicted labels is used as
the cost function. The feed-forward neural network is implemented using TENSORFLOW

software15 with the Adam16 optimization method with keep probability for training
dropout, initial learning rate, and maximum iteration steps of 0.5, 0.001, and 500. The
neural network has one hidden layer with 2048 neurons.

For the SVM, a linear kernel function is used here with the regularization
parameter C¼ 1.0. The linear kernel function is robust to parameter choice as opposed
to the radial basis function and was shown to perform well in this case. The SVM clas-
sifier is implemented using the SCIKIT-LEARN package.17

More details on the structure of FNN and SVM can be found in Ref. 1.

2.3 Localization accuracy

The mean absolute percentage error (MAPE) is used to quantify the prediction perfor-
mance of the algorithm,

EMAPE ¼
100
N

XN

i¼1

����
Rpi � Rgi

Rgi

����; (3)

where Rpi and Rgi are the ith predicted range and the ground truth AIS range, respec-
tively. N is the number of samples.

3. Sea experimental results

3.1 Experimental environment and transmission loss simulation

The Santa Barbara Channel Experiment (SBCEx16) recorded underwater noise from
ships exiting or entering Los Angels harbor between 7 and 20 September 2016, see
Fig. 1(a). Ships transiting in one of two well-defined shipping lanes were used as the
primary acoustic sources in our study. The water depth within this area is 540–600 m.

The experiment geometry of the operation area is shown in Fig. 1(b), with
four bottom-moored vertical linear arrays (VLAs) indicated by triangles. The hydro-
phone sampling rate was 25 kHz. VLA4 is used for range estimation and consists of 28
working hydrophones (77 m aperture spanning 507–584 m depth).

Three ship tracks, recorded during different periods on different ships, were
used to form training and test data sets, see Fig. 1(b). All the ships were transiting
toward the northwest. The details of these tracks are shown in Table 1. The GPS ship
locations used for training labels and ground truth were obtained from the AIS
(Automatic Identification System) database.

To examine how SNR decreases with ship range, the transmission loss is simu-
lated with KRAKEN

18 using a range-independent waveguide model. The range-
independent waveguide model was chosen to demonstrate the typical limited environ-
mental information available. The source depth is 8 m in a 590 m waveguide with a
fluid halfspace bottom (sound speed 1600 m/s, density 1.6 g/cm3, and attenuation coeffi-
cient 0.1 dB/k). The sound speed profile is from a CTD near VLA4, see Fig. 1(c). The
modeled transmission loss at 150 and 300 Hz are typical of deep-water propagation
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with bottom interaction, see Figs. 1(d) and 1(e). At the receiver depths between 507
and 584 m, the transmission loss increases significantly (from 55 to 70 dB) between the
source-receiver ranges of 2 to 10 km with a null (80 dB) for 300 Hz at 5 km range.

The spectrograms of shipping noise recorded on the top hydrophone during
the three periods are shown in Fig. 2. The tonal signals (vertical lines) are from the
electrical noise of the recording system. The striations in the shipping noise indicate
that the ships were moving with different speeds. As seen in Fig. 2, the SNR decreases
with increasing source-receiver distance. Two frequency bands are investigated:
53–200 Hz and 203–350 Hz with 3 Hz increment. The first singular value of a 56-
snapshot SCM is used to estimate SNR at each frequency at the farthest range (about
10 km). For the three ships, the SNR-range is 5–10, 5–9, 5–8 dB for 53–200 Hz and
3–6, 4–8, 3–6 dB for 203–350 Hz.

3.2 Localization results

Data from Track1 are used as the training data set. Track2 and Track3 are used to
form the test data sets Test-Data-1 and Test-Data-2 (Table 1). For each data set, the
vectorized SCM at each range and frequency, averaged over five successive 1-s snap-
shots (four snapshots overlapped), is used as input. There are 1956 samples in the
training data set, 260 samples in Test-Data-1, and 300 samples in Test-Data-2. For the
training data, the source-receiver ranges are divided into K¼ 164 range bin outputs
(50 m increment varying between 1600 and 9750 m).

Multi-frequency SCMs are formed by concatenating multiple single-frequency
inputs along the first dimension. The number of input neurons for the multi-frequency
case becomes D¼ 812�Nf, where Nf is the number of frequencies. In our study,
Nf¼ 50 for each of two frequency bands investigated: f¼ 53–200 Hz and
f¼ 203–350 Hz with 3 Hz increments.

A comparison of the range predictions on the two test data sets using the
Bartlett MFP, SVM, and FNN classifiers is shown in Fig. 3 (53–200 Hz) and Fig. 4
(203–350 Hz) along with Rg (AIS ranges). For the lower frequency band, the MFP,

Fig. 1. (Color online) (a) Operation area and two shipping lanes in Santa Barbara Basin. (b) Experiment geome-
try with three cargo ships transiting operation area. The VLAs are denoted by triangles. (c) Sound speed profile
measured by CTD. Transmission loss calculated by KRAKEN at (d) 150 Hz and (e) 300 Hz.

Table 1. Ship tracks.

Track No. Data set Time period Ship name Speed (m/s)

Track1 Training-Data 13:00–13:33 (9/15) KUMANO MARU 6.7
Track2 Test-Data-1 19:11–19:33 (9/16) APL PHILIPPINES 10
Track3 Test-Data-2 19:29–19:54 (9/17) NORDSPRING 8.0
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SVM, and FNN have a MAPE of 34.6%, 1.5%, and 2.2% on Test-Data-1 and 36.1%,
2.2%, and 3.9% on Test-Data-2. Due to the low SNR and sidelobes, the MFP gener-
ates incorrect predictions when the source-receiver range is greater than 4 km. The
SVM and FNN classifiers perform well over all the ranges and are robust to low SNR
at ranges greater than 4 km.

A similar result is obtained for 203–350 Hz (Fig. 4), with MAPE values of
26.4%, 4.0%, and 7.0% on Test-Data-1 and 49.9%, 4.6%, and 6.3% on Test-Data-2.
The SVM and FNN classifiers perform better at 53–200 Hz due to the higher SNR.

Fig. 2. (Color online) Spectrograms of shipping noise at the top hydrophone during periods (a) September 15,
13:00–13:33, (b) September 16, 19:11–19:33, and (c) September 17, 19:29–19:54. The right column shows the
actual appearance of the three ships (photos are from Ref. 19).

Fig. 3. (Color online) Localization results with frequency band 53–200 Hz by Bartlett MFP (a),(d); SVM classi-
fier (b),(e); and FNN classifier (c),(f). (a)–(c) correspond to Test-Data-1 and (d)–(f) correspond to Test-Data-2.
The time index increment is 5 s.
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For all cases tested, the SVM has the best performance when evaluated using the
MAPE.

This study demonstrates that machine learning classifier methods generate rea-
sonable range predictions without knowledge of the ocean environment, even when the
data are from different sources with different moving speeds.

4. Conclusion

In this letter, the Santa Barbara Channel experiment was used to demonstrate the
effectiveness of the SVM and FNN machine learning classifiers for acoustic localiza-
tion using data from different sources of opportunity. The use of training and test data
from different ships with different speeds (13–20 kn) indicates that the SVM and FNN
localization methods are robust to changes in the source spectrum as suggested in Sec.
2.1 and Ref. 1. Acoustic modeling and estimates of the ship SNR demonstrate that the
performance of the conventional MFP, SVM, and FNN degrades at lower SNR (Sec.
3.1). The SVM and FNN classifiers produce reasonable range estimates at long ranges
but, with limited environmental information, MFP becomes biased by sidelobes and
environmental mismatch at long ranges. As a result, the machine learning classifier
methods perform better overall than MFP without detailed environment knowledge
(Sec. 3.2).

The SVM and FNN classifier methods are limited by the amount of represen-
tative training data available. In the sources of opportunity scenario, this limitation
may be overcome in part by the availability of shipping noise from known tracks and
AIS data. The effect of large environmental variations on SVM and FNN was not
investigated and could include fluctuations in the sound speed profile.
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