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Abstract—Radar clutter in a non-standard atmosphere usually is modeled based on a single grazing angle at each range. Instead, the angular distribution of incident power can be used to obtain a more accurate model of the clutter. Angular spectral estimation provides the grazing angle distribution of propagating power. However, a large gradient in the refractivity profile, e.g., an evaporation duct, distorts plane wave propagation which in turn violates assumptions of plane wave spectral estimation. Ray tracing is used in these situations, but has its own limitations (e.g., shadow zones). We suggest using curved wave spectral estimation (CWS) that yields reliable results for any refractivity profile, in contrast to plane wave spectral estimation. CWS is used to derive multiple grazing angle clutter, a model for ocean surface clutter in the microwave region that depends on all incident angles at each range and their corresponding powers.
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I. INTRODUCTION

LOWER atmospheric ducts over the ocean are common in many maritime regions of the world. These non-standard conditions result in effects such as significant variations in the maximum operational radar range, creation of radar fades where the radar performance is reduced, and increased sea clutter [1]. Atmospheric ducts are more common in hot and humid regions of the world. The Persian Gulf, the Mediterranean and California coasts are examples of such regions where an increase in the humidity pattern above the sea surface is accompanied by an increase in the temperature profile [2].

Calculation of the expected sea clutter power at low grazing angles requires modeling of ocean radar reflectivity per unit area [1]. It is common in practice to use the semi-empirical sea reflectivity model from the Georgia Institute of Technology (GIT) [3]. The GIT model is based on fitting a single grazing angle model to low angle sea surface clutter measurements. Dockery and Reilly modified the GIT model to take into account the effects of non-standard ducting conditions on clutter [4], [5]. They divided the GIT reflectivity by the propagation factor obtained under standard conditions to remove the standard atmosphere effect on the measurements. More recent empirical models of sea clutter at low grazing angles are investigated in [6].

The occurrence of ducting conditions causes grazing angles to be range-dependent, as the electromagnetic wave is trapped inside the duct. The strong dependence of sea surface reflectivity on low grazing angles makes estimation of these angles important. Ray tracing is a common way of finding the grazing angle at the sea surface in the microwave region. However, it fails to account for shadow zones [7]. Hence, angular spectral estimation can be used to obtain the angle of arrival (AOA) as a function of range. Vertical arrays at each range can be generated synthetically with samples of the field obtained from a parabolic equation code [8].

Grazing angle calculation in existing propagation software packages depends on tropospheric conditions. The Advanced Propagation Model (APM) software [7] uses the maximum grazing angle obtained from ray tracing for propagation over the ocean, while plane wave spectral estimation (PWS) is used to calculate the dominant grazing angle over land. The Tropospheric electromagnetic parabolic equation routine (Temper) [9] uses the MUSIC algorithm [10] in its automatic mode to obtain the grazing angle when changes of the refractivity index are high. A forward/backward spatial smoothing MUSIC method [11] is used, which divides the synthetic array into overlapping sub-arrays. This method assumes a constant refractivity along the array. Temper uses ray tracing for evaporation ducts where MUSIC is not reliable. Switching between ray tracing and spectral estimation requires an ad hoc decision rule based on the gradient of the refractivity index along the array [12], [13].

Both APM and Temper use a parabolic equation approximation to the wave equation [7], [9]. There also have been attempts to incorporate a grazing angle dependent impedance of the horizontal reflecting surface into the forward propagation formulation of the parabolic equation [14].

In this paper we propose a self-consistent way of obtaining the grazing angles so that it is not necessary to switch between grazing angle computation techniques. Curved wave spectral estimation (CWS) can be applied as an angular spectral estimation technique when the approximation of a constant refractivity index along the array fails. Hence, CWS is applicable to all atmospheric conditions with a refractivity index that varies with height.

The worst case clutter can be estimated using the maximum grazing angle obtained from ray tracing or angular spectral estimation [7]. However, a more realistic clutter model is needed in applications such as reflectivity from clutter (RFC) [15]–[21]. Multiple grazing angle clutter provides such a model that takes all incident angles into account.
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The single angle clutter equation is reviewed in Section II. Array processing and the effects of vertical variations of refractivity on angular spectral estimation is discussed in Section III. The angular power spectrum of the incident electromagnetic wave is used in Section IV to construct a multiple angle clutter model. Section V provides several examples to show the performance of curved wave spectral estimation and the multiple grazing angle clutter model.

II. SEA CLUTTER AT LOW GRAZING ANGLES

Radar operating in maritime environments encounter a back-scattered signal from the sea surface. Received clutter depends on the refractivity profile of the environment known as the M-profile. This dependence makes inference of the refractivity profile from the observed clutter possible [15]. The expected clutter is expressed as [4]

\[ P_c(r) = \frac{P_t G^2 \lambda^2 \theta_R \sigma_0 \sec(\theta) F^4(r)}{2(4\pi r)^3 L} \]  

where \( P_t \) is the transmitter power, \( G \) is the antenna gain, \( \lambda \) is the wavelength, \( \theta_R \) is the antenna pattern azimuthal beamwidth, \( c \) is the propagation speed, \( r \) is the pulse width, \( \sigma_0 \) is the sea surface reflectivity per unit area, \( \theta \) is the grazing angle at range \( r \), \( F \) is the propagation factor, and \( L \) is the total assumed system losses.

The propagation factor, \( F \), is defined as the ratio of the magnitude of the electric field at a given point under specified conditions to the magnitude of the electric field under free-space conditions with the beam of the transmitter directed toward the point in question [1]:

\[ F(r) = \frac{|E(r)|}{|E_{fs}(r)|} \]

A. Modified GIT Model

The standard GIT model, see Appendix A, is a semi-empirical model that calculates the sea surface reflectivity [4]. This model is based on fitting the experimental measured average sea surface reflectivity to a function of polarization, radar frequency, grazing angle, wind speed and radar look direction. The effect of standard atmosphere can be removed by normalizing the GIT cross-section with respect to the 4/3 effective earth radius propagation factor in standard conditions [4], [22]

\[ \sigma_0(r, \theta) = \frac{\sigma_{0, GIT}(r, \theta)}{F_{std}^4(r')} \]  

where \( F_{std}^4(r') \) is the two-way propagation factor of the standard atmosphere \( (dM)/(dh) = 0.118 \text{ M-units/m} \) at the equivalent range \( r' \) with the same wind speed and an isotropic antenna. \( r' \) is the range that yields the same grazing angle \( \theta \) under the standard atmospheric condition [22]

\[ r' = \sqrt{a_0^2 \theta^2 + 2a_r h_{\text{stat}} - a_r \theta} \]

where \( a_0 \) is the 4/3 average earth radius in meters, and \( h_{\text{stat}} \) is the antenna height relative to the sea surface.

Substitution of (2) into (1) yields the final form of the clutter power equation based on the modified GIT reflectivity

\[ P_c(r) = \frac{P_t G^2 \lambda^2 \theta_R \sigma_{0, GIT}(r, \theta) \sec(\theta) F^4(r)}{2(4\pi r)^3 L F_{std}^4(r')} \]  

Fig. 1 shows changes of sea surface reflectivity per unit area \( \sigma_{0, GIT} \) for horizontal and vertical polarizations as a function of grazing angle and wind speed, with radar operating frequency of 3 GHz. Note that \( \sigma_0 \) varies as much as 45 dB in relatively calm sea conditions as the grazing angle changes from 0.1 to 1°. The strong dependence of clutter power on sea surface reflectivity, and hence grazing angle, is a motivation to incorporate all incident angles into the clutter model.

III. ANGULAR SPECTRAL ESTIMATION

Angular spectral estimation techniques find the incident power distribution versus grazing angle. The elements of the vertical synthetic array are formed from the complex field \( u \) at each range obtained from the FFT bins of the electromagnetic parabolic equation (PE) propagation model. For Cartesian coordinates [8]

\[ u(x, z) = e^{-jkx} \psi(x, z) \]
The maximum inter-element spacing of the synthetic array \( \Delta z \) is derived from the aliasing criterion in the parabolic equation model [8]

\[
\Delta z \leq \frac{\lambda}{2 \sin(\alpha_{\text{max}})},
\]

(6)

where \( \alpha_{\text{max}} \) is the cone angle of the valid parabolic equation approximation to the full field (see Section V). Assuming plane wave propagation, the required number of array elements \( N_a \) to achieve the desired null-to-null beamwidth \( \theta_{\text{BW}} \) according to the Rayleigh resolution limit is expressed as [23]

\[
N_a = \frac{\lambda}{\Delta z \theta_{\text{BW}}/2}.
\]

(7)

To find the angular spectral distribution of the incoming electromagnetic wavefronts, the elements of each synthetic array should be properly phase shifted and added coherently. One important assumption in the angular spectral distribution methods for finding the grazing angle is that the PE approximation should be valid for the full field.

Curved wave spectral estimation (CWS) is discussed next, followed by a summary of plane wave spectral estimation (PWS) as a special case of CWS. Curved wave spectral estimation handles curvature in wavefronts due to an inhomogeneous medium. It is demonstrated that unlike PWS, CWS produces comparable results with ray theory irrespective of the refractivity gradient.

### A. Wentzel–Kramers–Brillouin–Jeffreys Approximation to Wave Propagation

The flat earth approximation is a modification to the atmospheric refractive index \( n_r \) which is equivalent to transforming the spherical propagation problem into a horizontal propagation one:

\[
n_{\text{mod}} = n_r + \frac{z}{r_e}
\]

(8)

where \( n_{\text{mod}} \) is the modified refractive index and \( r_e \) is the radius of the Earth. Pekeris has shown that this transform often can be used for distances of up to half the Earth radius without incurring an error of more than 2% at any frequency [1]. The modified refractivity, \( M \), is the part per million deviation from the refractivity index of a vacuum, defined as

\[
M = (n_{\text{mod}} - 1) \times 10^6.
\]

(9)

The Wentzel–Kramers–Brillouin–Jeffreys (WKBJ) approximation provides a locally plane wave solution in a lossless inhomogeneous medium assuming that the field solution \( u(x, z) \) is separable: \( u(x, z) = t(x)f(z) \). This approximation requires vertical variations of the vertical wavenumber \( k_v(z) \) to be [24]

\[
\frac{dk_v}{dz} \ll \frac{k_v^2}{2\pi}.
\]

(10)

The latter condition can be simplified in locally plane wave propagation to the condition that the medium should change slowly with respect to the wavelength. Similar conditions should hold as the wavenumber changes across the \( z \) direction. Vertical and horizontal refractivity index variations in almost all atmospheric conditions, including ducting situations, satisfy the aforementioned conditions. Hence, CWS is applicable to all practical cases in lower atmospheric propagation.

The vertical field \( h(z) \) for one pair of incident and reflected wavefronts in the WKBJ solution is expressed as [24]

\[
h(z, \theta) = \frac{A_i}{\sqrt{k_v(z, \theta)}} e^{j \int_{z_1}^z k_v(z, \theta) dz} + \frac{A_r}{\sqrt{k_v(z, \theta)}} e^{-j \int_{z_1}^z k_v(z, \theta) dz}
\]

(11)

To find the surface reflection coefficient in (11), we apply the Kirchoff approximation and model the effect of a rough sea surface. Based on the Miller–Brown–Vegh (MBV) model [25], an effective surface reflection coefficient can be expressed as a reduction \( \rho \) to the smooth surface Fresnel reflection coefficient \( \Gamma_0 \)

\[
\frac{\gamma_v}{\gamma_s} = \frac{2\pi}{\lambda} h_w \sin(\theta),
\]

\[
\rho(\theta) = e^{-2\pi v_w^2(\theta)^2} I_0 \left[ 2\gamma_v(\theta)^2 \right],
\]

\[
\Gamma(\theta) = \rho(\theta) \Gamma_0.
\]

Assuming an infinite sea surface impedance for both vertical and horizontal polarizations is a good approximation at microwave frequencies and small grazing angles [8]. Thus, \( \Gamma_0 = -1 \) for the field \( u \). Above, \( I_0 \) is the modified Bessel function of the first kind, and \( h_w \) is the rms wave height from the Phillips ocean wave spectrum [26]:

\[
h_w = 0.0051 v_w^2
\]

(15)

where \( v_w \) is the wind speed in m/s. Computing \( \Gamma \) by (12)–(14) has been reported to agree well with measurements when \( \gamma_v < 1.8 \) [25, 27].

An incident wavefront with wavenumber \( k(z) = [\omega/c(z)] \) arrives at height \( z \) with horizontal angle \( \theta_z \), angular frequency \( \omega \), and wave speed \( c(z) \). \( c_0 \) is the electromagnetic wave speed in a vacuum. The horizontal wavenumber \( k_h \) is constant due to Snell’s law

\[
k_h(z, \theta) = k(z) \cos \theta_z = k(z_1) \cos \theta
\]

(16)
where $\theta$ is the grazing angle at the surface. Hence, the vertical wavenumber is

$$k_v(z, \theta) = \sqrt{k^2(z) - k_f^2(z, \theta)} = \frac{\omega}{c_0} \sqrt{n_{\text{mod}}^2(z) - n_{\text{mod}}^2(z_1) \cos^2 \theta}. \quad (17)$$

Vertical phase changes of the field are obtained by integration over the vertical wavenumber.

### B. Curved Wave Spectral Estimation

Consider the geometry in Fig. 2. Panel (a) shows the power diagram for an arbitrary antenna setting and a surface-based duct. Panels (b) and (c) show linear synthetic arrays along the z-axis with equal inter-element spacing similar to the height grid size in the parabolic equation model.

Curved wave spectral estimation (CWS) is a method of non-planar angular spectral estimation that matches to the curvature of waves imposed by a variable refractivity index. This method is based on the WKBJ approximation to the electromagnetic wave propagation solution. An attempt to compensate for such curvature is derived in [28], where the reference point for phase shifts is chosen at the array element with minimum wave speed. Since the grazing angle at the sea surface is of interest, the reference point here is at the sea surface $z_1$. The geometry of CWS is similar to that of PWS with phase differences between array elements that are calculated by integration over the vertical wavenumber.

There are two assumptions in CWS: (1) the curvature of wavefronts is only due to vertical variation in refractivity, and (2) the refractivity index of the environment varies slowly with range. Two curved wave angular estimation equations are derived. The first only matches to incident wavefronts (denoted by $B_{\text{CWS},1}$), and the second matches both to incident and reflected wavefronts and yields a higher angular resolution (denoted by $B_{\text{CWS},2}$).

Assume that $\{u_l\}_{l=1}^{N_e}$ are $N_e$ samples of the field obtained from a parabolic equation approximation to the electromagnetic wave propagation. $N_e$ is the index of the last array element with $k_v$ real, and it is upper bounded by $N_a$ in (7). The phase difference between the reference and $l$th elements located at $z_1$ and $z_2$ is obtained by integration of $k_v$ along the vertical line joining the aforementioned points

$$\phi_i(\theta) = \int_{z_1}^{z_2} k_v(z, \theta) dz. \quad (18)$$

The CWS output in direction $\theta$ is obtained by matching to the phase changes of the incident wavefront, seen in (11), assuming a grazing angle $\theta$ at the sea surface

$$B_{\text{CWS},1}(\theta) = \sum_{i=1}^{N_e} w_i u_i e^{-j\phi_i(\theta)} \quad (19)$$

where $l = 1$ corresponds to the array element index at the sea surface, $u_i$ is the complex field at the $i$th element of the array.
obtained from the PE solution to the wave equation, and \( w_t \) is the corresponding window or shading coefficients. A Hamming window is used in this study as \( \{w_t\}_{t=1}^{N_t} \) to weight array elements. The spatial transfer function of a Hamming window with 200 elements is shown in Fig. 2(d). Panel (e) shows the angular power spectrum as a function of grazing angle for an arbitrary range (65 km) of the example in Panel (a).

Using the field in the form of (11) for one pair of incident and reflected wavefronts, curved wave spectral estimation can be revised to match their sum for grazing angle (20)

\[
B_{\text{CWS,2}}(\theta) = \sum_{i=1}^{N_r} w_i u_i \left( e^{-j\phi_i(\theta)} + \Gamma(\theta)e^{j\phi_i(\theta)} \right)
\]  

(20)

The synthetic array used in (20) is equivalent to using an array of twice the aperture where the lower half of the array virtually covers the reflected wavefront. Here we use half the Hamming window with maximum coefficient of 1 at the sea surface \( \Gamma \) in (20). This window is equivalent to a full Hamming window on the equivalent synthetic array of twice the aperture. Strictly speaking, using this window is appropriate only when \( \Gamma = 1 \). However, it yields satisfactory results for our examples. If \( \Gamma \) is uncertain or significantly different than 1 (high wind speeds and high frequencies), (19) is better to use to estimate the incident wavefront grazing angle.

### C. Plane Wave Spectral Estimation

Classical angular spectral estimation assumes plane wave propagation with a constant wave speed along the array. Plane and curved wave propagation are compared in Fig. 2(b) and (c). Plane wave spectral estimation is a special case of curved wave spectral estimation. Assuming a constant vertical wavenumber, (18) yields a constant phase advance of \( (2\pi)/(\lambda) \Delta z \sin \theta \) between adjacent array elements with grazing angle \( \theta \). Thus, (19) becomes

\[
B_{\text{PWS,1}}(\theta) = \sum_{i=0}^{N_a-1} w_i u_i e^{j \frac{2\pi}{\lambda} \Delta z \sin \theta}
\]  

(21)

where an aperture of \( N_a \) elements is considered. Matching to both incident and reflected wavefronts with grazing angle \( \theta \) and a constant vertical wavenumber yields an expression similar to (20)

\[
B_{\text{PWS,2}}(\theta) = \sum_{i=0}^{N_r-1} w_i u_i \left( e^{-j \frac{2\pi}{\lambda} \Delta z \sin \theta} \right.
\]

\[
+ \Gamma(\theta)e^{j \frac{2\pi}{\lambda} \Delta z \sin \theta} \left. \right) \]  

(22)

where \( u_i \) and \( w_i \) are identical to those in CWS.

It has been shown that the assumption of plane wave propagation does not yield correct grazing angles comparable to ray tracing for an evaporation duct [12]. This is because the severe gradient and curvature of refractivity within the immediate vicinity of the sea-surface violates the assumption of plane wave propagation. CWS is intended to correct for this propagation curvature.

Fig. 3 shows the angular spectrum obtained using plane and curved wavefront assumptions. An evaporation duct is considered with duct height of 24 m, antenna height of 25 m, frequency of 10 GHz, and wind speed of 5 m/s. As expected, better angular resolution is obtained when both incident and reflected wavefronts are considered as opposed to considering only the incident wavefront.

Fig. 4 compares the performance of ray tracing, MUSIC, PWS (22) and CWS (20) to obtain grazing angles in an evaporation duct and antenna setting identical to those of Fig. 3. Panels (a) and (b) compare angular spectral estimation for wind speed of 5 m/s at 3 and 10 GHz, respectively. The aperture is fixed at 20 m for PWS and CWS for both frequencies. The MUSIC results are obtained from Temper [9]. Note that Temper uses ray tracing in the first 3 km even in its sole MUSIC mode for grazing angle calculation. Although both MUSIC and PWS are based on the plane wave propagation assumption, the MUSIC implementation in Temper is based on dividing the synthetic array into overlapping sub-arrays. Hence, a different set of grazing angles is obtained when the refractivity index varies considerably along the array.

Previous studies on evaporation ducts showed that grazing angles obtained by ray tracing and M-layer [29] converge to the same value in the microwave region [30]. M-layer is a computer code that finds propagating modes of radio waves in a stratified atmosphere above the sea surface. Fig. 4 shows the general agreement of grazing angles obtained from ray tracing and CWS. The disagreement of CWS and ray tracing at short ranges is due to the poor approximation of PE to the total field and spherical wavefronts coming from the source. CWS assumes the
to be the angular power spectrum by the normalized power [8], here is the propagation factor of the standard atmosphere at each angle yields a realistic model for sea surface clutter depends on their higher angular resolution relative to (19) and (21) respectively. However, (19) and (21) also give similar results.

IV. MULTIPLE GRAZING ANGLE CLUTTER

Ducted environments are leaky waveguides with the ocean behaving as a reflecting surface and the duct top behaving as a partially reflecting boundary. These waveguides carry more than one mode while different groups of modes interact with the surface with different equivalent grazing angles. It is shown in Fig. 1 that surface reflectivity changes up to 45 dB as grazing angle changes from 0.1 to 1° for wind speeds of less than 10 m/s. Therefore, a realistic model for sea surface clutter depends on the summation of surface reflections over all incident angles weighted by their corresponding powers.

Assume \( \gamma(\theta) = |B_{C\text{WS}}(\theta)|^2 \) to be the angular power spectrum obtained from (19) or (20). Considering the single grazing angle clutter model (4) and weighting the clutter power along each angle \( \theta \) by the normalized power \( \frac{\gamma(\theta)}{\int_0^\theta \gamma(\theta) d\theta} \) yields the multiple angle clutter model

\[
P_c(r) = \frac{\alpha_r(r) F^4(\theta)}{\int_0^\theta \gamma(\theta) d\theta} \int_0^\theta \sigma_{0,\text{FIT}}(\theta) \text{sec}^2(\theta) \gamma(\theta) d\theta F_{\text{std}}^4(\theta)
\]

where \( F_{\text{std}}(\theta) \) is the propagation factor of the standard atmosphere at \( r'(\theta) \) from (3), and \( \alpha_r(r) = \left( P_r G^2 \lambda^2 \beta_{\text{HT}} \right) / \left( 2(4\pi r)^3 L \right) \) includes all the terms independent of \( \theta \). It has been suggested to use propagation factors at the height of 1 m to avoid cancellation of the total field at the conductor surface [4]. However, that choice of the propagation factor may lead to an error in the calculation of the clutter power. This error is negligible in most practical situations [31].

The procedure to compute the clutter power for a given reflectivity profile is summarized below. Sea surface reflectivity equations are provided in Appendix A.

1) Run a parabolic equation model to obtain the field \( \mu(x, z) \) for the desired range extent and given environment. The inter-element spacing is obtained from (6), and the number of array elements is obtained from (7).
2) For each range, construct a vertical synthetic array from the PE FFT bins.
3) Using (12)–(14) find the surface reflection coefficient \( \Gamma(\theta) \) for all angles. Then, use (18) and (20) to obtain the angular distribution.
4) Use (2), (A.27) or (A.28) depending on the polarization to obtain sea surface reflectivity values for different grazing angles.
5) Calculate the total clutter power by (23) which uses the angular power spectrum and sea surface reflectivities from Steps 2 and 3.

V. EXAMPLES

Electromagnetic wave propagation examples in different ducting environments are considered here. The simulated radar in the examples operates at 3 and 10 GHz, vertically polarized with elevation angle of 0° and half-power beamwidth of 0.4°. The radar antenna is located 25 m above the sea surface and wind speed is 5 m/s.

The clutter powers due to both single and multiple grazing angle models are normalized to the power at the range of 10 km (except the example of the evaporation duct which is normalized at 5 km), so that clutter power changes of different models can be compared conveniently. For the multiple grazing angle model in (23), we use (20) for CWS and (22) for PWS due to their higher angular resolutions relative to (19) and (21), respectively. However, the latter also gives similar results.

The parabolic equation yields valid solutions for wave propagation inside a cone with vertex angle \( \alpha_{\text{max}} \) [8], here \( \alpha_{\text{in,max}} = 5° \). This angle is a trade-off between PE stability and accuracy. The complex field (PE solution), ray tracing results and maximum ray tracing clutter calculations are obtained from APM [7]. APM is a hybrid model that consists of four sub-models: flat earth, ray optics, extended optics, and the split-step PE model. The PE model within APM is the primary model from which all other sub-models are driven [7]. All examples described in this section are based on executing only the PE algorithm within APM. The forward scattered field of APM is obtained by using maximum angle of ray traces for surface impedance calculations at each range, i.e., the spectral method described here has not been used.

APM also computes clutter based on the modified GIT reflectivity model described in Section II.A. For over-water propagation paths, such as the examples presented in this section, APM determines the grazing angle based on ray tracing. It performs a combination of interpolation and elimination to determine the maximum grazing angle over a given range for those

![Grazing angle computed by ray tracing, MUSIC, PWS and CWS for an evaporation duct with duct height of 24 m and antenna height of 25 m at (a) 3 GHz, (b) 10 GHz. The synthetic aperture is 20 m for all cases.](Image)

Fig. 4. Grazing angle computed by ray tracing, MUSIC, PWS and CWS for an evaporation duct with duct height of 24 m and antenna height of 25 m at (a) 3 GHz, (b) 10 GHz. The synthetic aperture is 20 m for all cases.
cases where ducting is present and grazing angles determined by ray tracing will result in “multi-valued” grazing angles for a particular range interval. The maximum grazing angles determined from ray tracing, and used within APM for clutter computations are shown for an example in Fig. 8(c).

The theoretical bound (6) yields $\Delta z \leq 0.172$ m for 10 GHz and $\Delta z \leq 0.573$ for 3 GHz. The upper bounds are used here in each case. The CWS output is restricted to grazing angles of 0 to $1.5^\circ$. A 20 m aperture is used at 10 GHz which gives a null-to-null beamwidth of $0.17^\circ$ for a rectangular window. The same resolution condition requires a 67 m synthetic aperture at 3 GHz, which usually is not possible since the aperture is limited by the duct height in this work.

A. Evaporation Ducts

Evaporation ducts are the most common types of non-standard atmospheric phenomena in maritime environments. The Paulus–Jeske model provides a relationship between modified refractivity $M$, altitude $z$ and duct height $h_d$ [32]. Assuming equal temperature of the sea surface and air layer boundary simplifies the Paulus–Jeske model [30]

$$M(z) = M_0 + c_0 \left( z - h_d \ln \frac{z + h_0}{h_0} \right)$$

(24)

where $M_0$ is the base refractivity usually taken as 300 M-units, $c_0 = 0.13$ M-unit/m is the linear slope of the refractivity and $h_0$ is the roughness factor taken as $1.5 \times 10^{-4}$ m.

Fig. 5 compares the output power of CWS, $\gamma(\theta)$, and grazing angles computed by ray tracing for different ranges in an evaporation duct with duct height of 24 m and operational frequency of 10 GHz. The radar is located at 25 m from the sea surface. Calculated clutter power obtained from different methods also is shown.

Panel (a) shows the refractivity profile similar to [12] where MUSIC [10] was reported to fail capturing the correct grazing angles. Panel (b) shows the propagation factor, in dB, of the environment with radar conditions as described before. Panel (c) shows the angular power spectrum of CWS overlaid with grazing angles obtained from ray tracing. It shows that the peaks of CWS coincide with the ray tracing results.

CWS is performed on the PE complex field with an array of size 20 m and inter-element spacing of $\Delta z = 0.17$ m. Agreement of CWS and ray tracing is clear in Fig. 5(c). Panel (d) shows the clutter power obtained from a single grazing angle using maximum ray tracing and the multiple grazing angle model using CWS and PWS. Single angle ray tracing and multiple angle CWS result in similar clutter patterns due to the single grazing angle nature of evaporation ducts. The multiple grazing angle model that utilizes PWS has a different rate of fall-off. This will result in erroneous duct height estimation in inversion problems since the rate of fall-off of the clutter power is a function of duct height in evaporation ducts [2].

The reliability of CWS is tied to the reliability of the field calculated by PE. Fig. 5 shows that angular spectral estimation yields comparable results to ray tracing where PE is a valid approximation to the full field and curved wavefronts are not due to near field spherical propagation.

B. Surface-Based Ducts

Surface ducts occur when humidity and temperature inversions are both present which typically is due to the advection of warm and dry coastal air to the sea. These ducts are less common than evaporation ducts but their effect is more prominent on radar returns [1]. The M-profile of a range-independent surface based duct can be approximated by a bilinear or tri-linear function (depending on the structure of the refractivity profile)

$$M(z) = M_0 + \left\{ \begin{array}{ll}
  c_1 z & z \leq h_1 \\
  c_1 h_1 + c_2 (z - h_1) & h_1 \leq z \leq h_2 \\
  c_1 h_1 + c_2 h_2 & h_2 < z
\end{array} \right.$$

(25)

Fig. 5. (a) M-profile of an evaporation duct with $h_d = 24$ m. (b) Propagation factor $F$ in dB for 10 GHz. (c) Output power of CWS normalized by the maximum power over the whole range, compared to the grazing angle computed by ray tracing (solid). (d) Clutter power calculated by maximum ray tracing and the multiple grazing angle model (CWS, PWS).

Refractivity changes along the array in the examples shown in Figs. 6–8 are small such that curvature of wavefronts along the array is negligible. Hence, MUSIC and CWS will obtain similar angles. Fig. 6 shows an example of a surface based duct taken from [12] with radar frequency of 10 GHz and antenna height 25 m to show the agreement of CWS with previous studies. As used in [12], MUSIC with forward/backward smoothing [11] assumes a constant refractivity index by averaging over overlapping sub-arrays. The panels are similar to those of Fig. 5.

Ray tracing does not always result in smooth variations of calculated grazing angles. Fig. 7(a) is an example where ray tracing results in discontinuities while CWS results in smooth grazing angle estimation without any further processing and extra assumptions. This continuity results in a continuous clutter power, as seen in Fig. 7(b). The refractivity profile and radar conditions
Fig. 6. (a) M-profile of a surface-based duct. (b) Propagation factor $F$ in dB for 10 GHz. (c) CWS output power normalized by the maximum power over the whole range, overlaid with grazing angles obtained from ray tracing (solid). (d) Clutter power from maximum ray tracing and the multiple grazing angle model.

Fig. 7. Discontinuity in clutter power when grazing angle is obtained from ray tracing. Similar refractivity profile and conditions as in Fig. 6 except that antenna height and frequency are 45 m and 3 GHz. (a) CWS output power normalized by the maximum power over the whole range, overlaid with grazing angle obtained from ray tracing (solid). (b) Multiple angle clutter power based on CWS and single angle clutter based on ray tracing.

are all similar to Fig. 6 except that the operational frequency is at 3 GHz and antenna height is 45 m. Interpolation methods such as greatest angle path (GAP) have been developed that yield relatively continuous grazing angles biased toward larger ray trace angles [13]. However, these methods were developed to keep the single grazing angle smooth and are not necessarily correct physically.

An example of multiple arrivals with comparable power is provided in Fig. 8 where a surface-based duct is used with the refractivity profile shown in Panel (a). All radar simulation parameters are similar to the other examples. Using only one of the ray traces as the grazing angle is not representative of the incident wave. However, angular spectral estimation captures all incident angles and their corresponding relative powers. Panel (c) shows that multiple grazing angles are present where none is dominant. Using the maximum grazing angle may result in an unrealistic dynamic range of the clutter power, as observed in Panel (d).

C. SPANDAR 1998 Measured Refractivity

A refractivity profile measured during the Space Range Radar (SPANDAR) experiment, Wallops Island, Virginia, April 2, 1998 [15], [30] is considered here. This profile was measured using an instrumented helicopter provided by the Johns Hopkins University Applied Physics Laboratory. The particular refractivity profile used here is from Run 07, at a range of 59 km from the SPANDAR.

Fig. 9 is an example using real refractivity profile measurements that shows agreement of angular spectral estimation using CWS and grazing angles obtained from ray theory.

VI. CONCLUSION

A multiple grazing angle clutter model based on curved wave spectral estimation (CWS) has been introduced. CWS is a generalization of plane wave spectral estimation (PWS) where curvature of wavefronts due to changes in the refractivity index is considered. Examples demonstrated that the power versus grazing angle obtained by CWS is more accurate than PWS and...
it does not have the problem of discontinuity in grazing angles introduced by ray tracing.

The multiple grazing angle clutter model integrates over all grazing angles weighted by the angular power spectrum. Grazing angles can be determined by CWS from a synthetic vertical array generated by samples of the field. These samples are obtained from a parabolic equation propagation model. The performance of this clutter model was compared to that of single grazing angle clutter calculations for evaporation and surface-based ducts. This method yields a more realistic model for the received clutter that then can be used in estimation of the refractivity profile of the ambient environment based on the observed backscattered radar signal. Although the multiple grazing angle clutter model has been derived for sea clutter, it also can be adapted for land clutter.

APPENDIX A

GIT MODEL

Sea surface reflectivity computation in this work is based on the Georgia Institute of Technology (GIT) model [3]. Reilly and Dockery modified the GIT model to incorporate the atmospheric condition influence on the sea surface reflectivity [4], [5], [22].

The basic GIT model calculates the sea surface reflectivity per unit area of vertical and horizontal polarizations by considering an average wave height in a given sea condition and taking into account the radar look direction [3]

\[ h_{av} = 0.00425n_{av}^{2.5} \]  

where \( h_{av} \) is the average wave height in meters, and \( n_{av} \) is the wind speed in m/s. Defining

\[ a = (14.4\lambda + 5.5)\theta \frac{h_{av}}{\lambda} \]

\[ q = 1.1(\lambda + 0.015)^{0.4} \]

in which \( \lambda \) is the wavelength in meters, and \( \theta \) is the grazing angle in radians. Then

\[ G_{M} = \exp \left\{ 0.2[1 - 2.8\theta(\lambda + 0.015)^{-0.4}\cos \psi] \right\} \]

\[ G_{w} = \left( \frac{1.94n_{av}}{1 + n_{av}/15.4} \right)^{q} \]

where \( \psi \) is the angle between the antenna look direction and the wind direction. The GIT sea surface reflectivity model is

\[ \sigma_{0v, GIT} = 10 \log \left\{ 3.9 \times 10^{-6} \lambda^{6.4} G_{w} G_{M} G_{M} \right\} \]  

\[ \sigma_{0h, GIT} = \begin{cases} 
\sigma_{0h, GIT} - 1.73 \ln(h_{av} + 0.015) & 1 \text{ to } 3 \text{ GHz} \\
+3.76 \ln(\lambda) + 2.46 \ln(\theta + 0.0101) & \text{ as } \sigma_{0v, GIT} \\
+22.2 & \text{ as } \sigma_{0v, GIT} \\
+1.09 \ln(\lambda) + 1.27 \ln(\theta + 0.0001) & \text{ as } \sigma_{0v, GIT} \\
+9.70 & \text{ as } \sigma_{0v, GIT} 
\end{cases} \]  

where \( \sigma_{0h, GIT} \) and \( \sigma_{0v, GIT} \) are the sea surface reflectivities per unit area for H and V polarizations obtained from the GIT model, in dB. The effect of the angle between the radar look direction and wind direction is an additive bias term as \( \cos \psi \) in the sea surface reflectivity.
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