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Estimation of Transmission Loss in the Presence
of Geoacoustic Inversion Uncertainty

Peter Gerstoft, Chen-Fen Huang, Student Member, IEEE, and William S. Hodgkiss, Member, IEEE

Abstract—A common problem in sonar system prediction is that
the ocean environment is not well known. Utilizing probabilistic
based results from geoacoustic inversions we characterize param-
eters relevant to sonar performance. This paper describes the esti-
mation of transmission loss and its statistical properties based on
posterior parameter probabilities obtained from inversion of ocean
acoustic array data. This problem is solved by first finding an en-
semble of relevant environmental model parameters and the asso-
ciated posterior probability using a likelihood based inversion of
the acoustic array data. In a second step, each realization of these
model parameters is weighted with their posterior probability to
map into the transmission loss domain. This approach is illustrated
using vertical-array data from a recent benchmark data set and
from data acquired during the Asian Seas International Acoustics
Experiment (ASIAEX) 2001 in the East China Sea. The environ-
mental parameters are first estimated using a probabilistic-based
geoacoustic inversion technique. Based on the posterior probability
that each of these environmental models fits the ocean acoustic
array data, each model is mapped into transmission loss. This en-
ables us to compute a full probability distribution for the transmis-
sion loss at selected frequencies, ranges, and depths, which poten-
tially could be used for sonar performance prediction.

Index Terms—Geoacoustic inversion, SAGA, sonar performance
prediction, transmission loss prediction.

1. INTRODUCTION

WEAKNESS in sonar performance prediction has been

the lack of means for quantifying the impact of uncer-
tainty in estimates of the ocean environment. In the last decade,
there has been much work done on inversion of geoacoustic pa-
rameters and their associated uncertainty [1]-[7]. An important
problem is how to translate these parameters and their associ-
ated uncertainties into other domains where information can be
used. In this paper, we will develop and show a method for trans-
lating this uncertainty into a utility domain, the transmission loss
(TL) domain. The TL domain is important as it can be used in
connection with sonar performance prediction (e.g., [8] and in
particular [9]).

Fig. 1 summarizes the prediction of TL (usage domain) from
ocean acoustic data observed on a vertical or horizontal array
(data domain). The geoacoustic inverse problem is solved as an
intermediate step to find the posterior probability distribution
(PPD) of environmental parameters p(m|d) (environmental do-
main). We are not directly interested in the environmental pa-
rameter estimates itself but rather better statistical prediction of
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Fig. 1. Observation d is mapped into a distribution of environmental
parameters m that potentially could have generated it. These environmental
parameters are then mapped into the usage domain u.

the TL field, the usage domain u. Based on the posterior dis-
tribution p(m|d), the predictive probability distribution of the
transmission loss p(u) is obtained via Monte Carlo simulation.
From this TL probability distribution, all relevant statistics of
the TL can be obtained, such as the median and percentiles.
Both the experimental data d and the usage domain model
u are related to m via forward models D(m) and U(m) cor-
responding to d(m) and u(m), respectively. Thus, formally
we have u = U(D~!(d)). However, this direct mapping is
ill-posed and is instead interpreted probabilistically where we
also can include prior information. It is assumed that the map-
ping D(m) and U(m) are deterministic, so that all uncertainties
are in the data and environmental parameters. However, in [10]
and [11], the forward mapping is assumed to be probabilistic.

A. Overview of Algorithm

The principle of the inversion is indicated in Fig. 1. Based
on the ocean acoustic data d, we statistically characterize TL
(the usage domain u). The vector d represents the acoustic data
observed at N hydrophones and the vector u represents TL at
several ranges and depths. As shown in Fig. 1, this is mapped via
a set of M environmental parameters m. The approach involves
a number of steps as outlined here.

1) Determine an environmental parametrization for the
ocean acoustic environment and select an appropriate
propagation model. This defines the mapping D(m)
from the environmental domain m to the data domain d.

2) Determine the mapping U(m) from the environmental
domain m to usage domain u. Except for a change in ge-
ometry, here, this is similar to the mapping used to deter-
mine D(m), however, could be any other mapping.

3) Find acceptable model parameters m from the acoustic
array data. As indicated in Fig. 1, a region around the data
can map into several acceptable solutions in the environ-
mental model domain.
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4) Map the acceptable models m into the usage domain u.
Several environmental models can map into the same
usage region.

Asindicated in Fig. 1, the mapping from data to usage domain
is nonunique. There are many environmental models that give
about the same goodness-of-fit. The maximum-likelihood (ML)
estimate of the environmental model gives the most likely fit. In-
stead of using just one estimated environment, it is proposed to
describe the environmental solution probabilistically. This prob-
ability is then mapped into the usage domain. Knowing the PPD
in the usage domain is preferable to having a single point esti-
mate such as the usage domain result corresponding to the ML
solution.

II. INVERSE PROBLEM FRAMEWORK

In the Bayesian paradigm, the solution to determining param-
eters of interest m given an observation d is characterized by the
posterior probability p(m|d). First, the prior information about
the model parameter vector is quantified by the probability den-
sity function p(m). Then, this information is combined with the
likelihood function p(d|m) provided by the combination of data
and the physical model to give the posterior information of the
model parameters p(m|d). A clear discussion of inverse theory
from a probabilistic point of view is given by Tarantola [12].
Additional details of Monte Carlo sampling of posterior proba-
bilities can be found in [2], [6], [10], [13], and [14]. The solution
to the inverse problem is then

p(djm)p(m)
p(d)
x L(m)p(m) (D

p(m|d) =

where p(d) is a normalizing factor that makes the posterior
probability density p(m|d) integrate to one; since it does not
depend on environmental model m, it is typically ignored in
parameter estimation. In the second representation, the normal-
ization constant p(d) is omitted and a brief notation £(m) is
used to denote the likelihood function p(d|m). The posterior
distribution p(m|d) carries all information available on models
originating from the data and from data-independent prior infor-
mation. From this distribution all relevant features of the envi-
ronment can be found such as the maximum a posteriori (MAP)
estimator.

The PPD p(m|d) is M-dimensional, where M is the dimen-
sion of m. How to compute the posterior distribution p(m|d)
depends on the dimension M . For small problems, M < 5, eval-
uvating the likelihood function over a grid of parameter values
seems most efficient. For medium scale problems, Monte Carlo
Metropolis sampling [6], [15] is most efficient. For large scale
problems, sampling the PPD is impractical and it is necessary to
compute the posterior distribution using Gaussian assumptions
which do not require extensive sampling of the posterior distri-
bution, e.g., see [16].

In order to develop the present method, we focus on small
scale problems and thus the posterior distribution p(m|d) is
evaluated by sampling the distribution over a grid of parameter
values.
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A. Probability of u

We are not only interested in the environment itself but also
better estimates in the information usage domain u. Based on
the posterior distribution p(m|d), the distribution p(u) is ob-
tained and from this distribution all relevant statistics of the
usage domain can be obtained. In the present application, the
usage domain is transmission loss.

For either the posterior or prior probability distribution of the
environmental parameters, the probability distribution of u is
obtained

pw) = /M 5[U(m) — ulp(m) dm @)

where M represents the environmental model domain. This in-
tegral is implemented numerically by using samples from the
model domain m based on the probability distribution p(m) and
then binning U(m). For the posterior, it is implemented by first
doing an inversion to determine p(m|d) and storing the envi-
ronmental samples m; found in the inversion. These samples
are then reused to compute the TL.

As the full probability distributions are available and are not
necessarily Gaussian, it is preferable to characterize the dis-
tributions with medians and percentiles instead of means and
standard deviations. Since the distributions are not symmetric
around the medians, neither are the percentiles.

B. Likelihood and Objective Function

This section derives a likelihood function to be used in
the probabilistic inversion following the same approach as
described in [2] and [17]. The relation between the observed
complex-valued data vector d(w;) on an N-element hy-
drophone antenna array and the predicted data D(m, w;) at an
angular frequency wj is described by the model

d(w)) = D(m,w;) + e(w) 3)

where e(w;) is the error term. The predicted data is given by
D(m,w;) = d(m, w;)s(w;), where the complex deterministic
source term s(wj) is unknown. The transfer function d(m, w;)
is obtained using an acoustic propagation model and an envi-
ronmental model m [18]. For simplicity, data from only one
frequency is assumed. However, the theory for multifrequency
is also described in [2] and [17].

Assume the errors e to be Gaussian distributed with zero
mean and covariance C,. The errors represent all features that
are not modeled in the data such as noise, theoretical errors, and
modeling errors. Hence, the likelihood function is

L(m,Cy,s) =7 N[Cy| ™"
x exp (—[d — sd(m)]"Cy '[d — sd(m)]) (@)

where N is the number of data points and superscript T denotes
the complex conjugate transpose. Although strictly speaking
it is not true, for convenience we assume C; = wvI. The
source term s can be estimated in closed form by requiring
(0log L£/0s) = 0, whereby

. _ de(m)
YT ld(m)[)2

(&)
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It is seen that s depends on m but not on v. After substituting
smr back into (4), the likelihood function is then

;C(IIL V) = ﬂ'NlVN exp <—@) (6)

where
= I1dl|2 = M 7
() = [ ~ ™

is the objective function. The ML estimate of the noise vy1, can
be estimated in closed form by solving (0 log £/0v) = 0

o dm)
N
The ML solution of the model parameter vector myyy, is ob-
tained by maximizing the objective function over all m. Finally,
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Inversion results for TC1 using vertical array data at 0.5 km (see the text for the details).

an overall estimate for the error power v is obtained from (8) at
the environmental ML solution: vyr,(myr,) and can be rein-
serted into the likelihood function. For simplicity, we consider
the error as known and only keep the free argument m of the
objective function ¢. This approach leads to [2]

i) 0 [

&)

£lm) = | presnl

¢(mur,)

The previous derivation assumes that the error in each sample
is not correlated with the next sample. In practice these samples
are correlated. One argument is that there cannot be more in-
dependent information than the number of propagating modes
[2]. The number of samples N in the previous equations must
be replaced with the effective number of samples Ng.
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1-D and 2-D marginal probability distributions for bottom sound-speed profile for TC1. The vertical arrow indicates the ML solution (SAGA best fit).

Note that the maximum in the marginal distribution might not correspond to the ML estimate.

III. EXAMPLES

Two examples are used to illustrate the approach. The first ex-
ample (described in Sections III-A and B) is based on Test Case
1 (TC1) of the geoacoustic inversion workshop [19] sponsored
jointly by the Office of Naval Research (ONR) and the Space
and Naval Warfare Systems Command (SPAWAR). The second
example (Sections III-C and D) is based on real data taken from
the ASTAEX 2001 East China Sea experiment [20]. For both
examples, we first carry out an inversion to obtain the posterior
probability p(m|d) as discussed in Section II-B and then esti-
mate the probability of the TL using (2).

As described in Sections III-A and C, we first do a full inver-
sion and then an exhaustive inversion for a few of the more im-
portant parameters. The reason for the two-step inversion pro-
cedure is to be sure that the posterior probabilities p(m|d) is
sampled sufficiently dense so the transmission loss probability
is correct. Ideally, these two inversions could be combined into
one step.

Both examples were solved using the standard inversion
package SAGA [1], [21]. SAGA is a software package that
helps the user determines the best set of parameters to match
a given data set. SAGA has integrated some of the best ocean
acoustic and electromagnetic forward model codes into the
inversion and can handle many types of data. As its main
thrust, it uses genetic algorithms (GA), but also exhaustive
search, simulated annealing, very fast simulated annealing,
Cramer—Rao bounds, and Monte Carlo Metropolis sampling is
used.

A. TCl—Inversion

In the recent geoacoustic inversion workshop, several range
dependent bottoms with a complicated geoacoustic structure
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Fig. 4. (a) Prior and (b) posterior probability distributions for TL versus range

at 80-m depth for TCI.

were supplied. Here we focus on TC1. TC1 represents a mono-
tonic downslope propagation with the bathymetry ranging from
90 m (0-km range) to 150 m (5-km range). The ocean sound-
speed profile is downward refracting and is given by ¢,,(z) =
1495 — 0.4z, where z is the water depth in meters. The source
depth is 20 m. The data were generated by the fidelity para-
bolic equation RAMGEO code [22]. There was no uncertainty
in recording geometry and both amplitude and phase were pro-
vided. For the present application, we use the vertical array data
at0.5-km range at frequencies 50 and 300 Hz to do the inversion.
The bottom is modeled as a three-layered sediment overlying
a basement where the thickness and the sound speeds of each
layer are the unknown model parameters. It should be pointed



GERSTOFT et al.: ESTIMATION OF TRANSMISSION LOSS OF GEOACOUSTIC INVERSION UNCERTAINTY 303

0.5F 4
2 04t |
z
8 03 1
<]
a 02f .
0.1 1
0 L L L ~— T L
40 45 50 55 70 75 80
Transmission loss (dB)
Fig.5. Posterior (solid) and prior (dashed) probabilities of TL at 4200-m range

and 80-m depth. These correspond to a cut (vertical dashed lines) though the
contours in Fig. 4.

60
55
50

Depth (m)
S
(=]

45
40

500 1000 1500 2000 2500 3000 3500 4000 4500
Range (m)

o

60
55
50

Depth (m)

45

40

0 500 1000 1500 2000 2500 3000 3500 4000 4500
Range (m)

Fig. 6. Median TL (dB) based on (a) prior and (b) posterior distributions of
environmental parameters.

out that the true bottom is considerably more complicated than
the three-layered sediment model we are using. The inverted en-
vironmental parameters and their search bounds are indicated in
Fig. 2(e).

Fig. 2 summarizes the whole inversion process (which is re-
peated from [23]). Detailed comments for each panel are pro-
vided as follows.

a) A contour plot of the TL (dB) derived from the most likely
(best-fit) environmental model.

b) The comparison of observed TL (solid) and predicted TL
(dashed) at 250 Hz for both the 20 and 85 m deep array
(the TL at 85 m has been offset downward 25 dB). Note
that data from this frequency has not been used in the in-
version and is thus a test of how well the inversion per-
formed on the vertical array data.

¢) The match of the observed data (solid) and inverted field
(dashed) on the vertical array at the frequencies (50 and
300 Hz) used in the inversion.

d) The obtained (dashed) and
sound-speed profiles.

e) The posterior distributions for the inverted model param-
eters.

true (solid) bottom

Having found a good environmental parametrization and a
model parameter estimate, a second inversion run is carried out
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to estimate the posterior distribution of the bottom sound-speed
profile, as shown in Fig. 3. All other parameters are kept at
their optimal values found in the first inversion. We select ar-
bitrarily a three layer model for the bottom profile, however,
a more systematic approach would be to use evidence testing
to find the most likely environmental parametrization [15]. We
vary the following four parameters: The layer-1 sound speed,
the increase in sound speed for layer-2 (from layer-1), the in-
crease in sound speed for layer-3 (from layer-2), and the base-
ment sound-speed increase (from layer-3). For each parameter
the search interval is discretized by 20 values. The upper and
lower bounds of the search interval are indicated in Fig. 3. The
likelihood function is evaluated exhaustively over the entire grid
of 160000 (20%) samples.
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Fig. 9. Marginal scatter diagrams of the SAGA search for the model parameters. The vertical axis represents the attained misfit on a linear scale. The thick line
is the sensitivity curve of the multifrequency objective function using the best-fit model as a baseline.

B. TCI—TL Prediction

All of the 160000 samples are used for predicting the sta-
tistics of transmission loss at 250 Hz, 0-5 km in range, and
0-200 m in depth. For computing the prior field, each param-
eter is weighted uniformly with bounds as indicated in Fig. 3.
While for the posterior field, each model parameter is weighted
according to their posterior distribution in Fig. 3.

Using these 160 000 samples, the probability distribution for
the TL is computed at 80-m depth as a function of range (Fig. 4).
The prior distribution is wider and the nulls are less sharp than
the nulls for the posterior distribution. This can easily be seen
by making a line plot (Fig. 5) of the prior (dashed) and posterior
(solid) probabilities of TL at a range of 4200 m.

The prior and posterior median TL-fields are computed,
Fig. 6. There is less structure in the prior TL field than in the
posterior field. This is because the main parameters are more
constrained. The spread in the prior and posterior fields is de-
fined as the range between the fifth and ninety fifth percentiles
and is plotted in Fig. 7. It is seen that the spread in the water
column for the posterior TL is much less than that for the prior
TL. At shorter ranges (less than 1 km), the posterior field shows
a large spread in the bottom. This may be a consequence of the
choice of the bottom model, which is much more simple than
the true bottom.

However, as seen in Fig. 7, this modeling error has limited
influence on the predicted wave field in the far-field bottom or
near-field water column. At shorter ranges, the sound field in
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the water column has fewer interactions with the bottom, due
to the higher attenuation for the higher angle rays (higher-order
modes). At longer ranges, the resolving power of the surviving
low-order modes is consistent with the simple bottom model.

A practical way to display the uncertainty is to plot the
median TL (dashed) combined with the fifth and ninety fifth
percentiles (represented by the gray area), as shown in Fig. 8.
Clearly, the posterior spread is decreased significantly. Based
on the true environment [19] the true TL (heavy solid) is com-
puted. Because the environmental model used in the inversion
is a simplification over the true model, it is not clear how the
true TL curve should relate to the median or spread of the
posterior TL distribution. However, most of the true TL (black)
is within the spread (gray area) of the TL distribution.

It is interesting to notice that the range of the posterior proba-
bility (gray area) in Fig. 8 is larger than the prior at certain points
in range. These points correspond to the ranges where the field
is close to a null, causing large variations in the field.

C. Asiaex—Inversion

Data from the 2001 East China sea experiment (see [20])
also are used to illustrate the method. A 16-element vertical line
array (VLA) was deployed in 105-m deep water. The source was
towed at a depth of about 48.5 m. The seafloor model consists
of an ocean layer overlying a sediment layer atop of a basement.
All layers are assumed to be range independent. Matched-field
geoacoustic inversion using the selected frequencies 195, 295,
and 395 Hz was carried outat 7' = 29 min. Based upon the GPS
position of R/V Melville, the source was approximately 1.7 km
away from the VLA. An environmental domain of 13 parame-
ters, as indicated in Fig. 9 (with their search bounds), including
geometrical, geoacoustic, and ocean sound-speed empirical or-
thogonal functions (EOF) coefficients is inverted for.

Fig. 9 shows the marginal dot diagrams for the model param-
eters. The vertical axis is the achieved misfit using a Bartlett
objective function with respect to the parameter sampled during
the SAGA optimization [1]. For each parameter, a simple
parameter sensitivity (solid curve) was computed by keeping
the other parameters fixed at the optimal point and just varying
the one parameter. We see that the sampled values for the array
bow and tilt parameters (b and #) are spread mainly inside the
sensitivity curve and align mostly with the best-fit values. A
similar behavior is observed for the ocean sound-speed EOF
coefficients but with a wider span. The consistency between the
local (solid curve) and global (dots) searches shows that this set
of parameters is weakly correlated with the other parameters.
For the geoacoustic parameters, most sampled values wander
outside the parameter sensitivity (solid curve). This reveals
the more complicated structure of the multidimensional search
space. Note that the sampled values for the source range (sr)
and the water depth (wd) are spread uniformly throughout
the range of the parameter interval. This is due to the strong
coupling between these two parameters as can be observed by
computing the 2-D marginal distribution between these two
parameters.

A second inversion is now carried out to determine the un-
certainty for two of the most important model parameters. For
simplicity, we assume that only water depth (wd) and sediment
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at 50-m depth.

sound speed (cseq) have any associated uncertainty. All other
parameters are fixed at the optimal values found in the inversion
detailed above. Varying only the above two parameters gives
posterior probability indicated in Fig. 10. It is based on the like-
lihood formulation (9) and using the same data as in the full
inversion.

D. ASIAEX—TL Prediction

The posterior probability (Fig. 10) is used to compute the
posterior probability u using a frequency of 500 Hz and a source
depth of 20 m. Except for water depth (bounds 100-120 m)
and bottom sound speed (bounds 1550-1750 m/s), we keep
the environment fixed at the values found in the inversion. In
the present application, we evaluate this using grid integration.
First, the probability for TL at mid-water depth (50 m) is evalu-
ated (Fig. 11). The prior probability assumes evenly weighting
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of all the explored environmental models with the same bounds
as above. The prior distribution is a) spread out over a wide
range but the posterior distribution and b) more narrow. For
the first 200 m, the transmission loss is only little influenced
by the waveguide parameters and thus there is little difference
between posterior and prior distributions. We then examine the
probability at one point (50-m depth and 830-m range). This
is done by taking a cut through the contour plots in Fig. 11 at
830-m range (indicated by a vertical dashed line, corresponding
to a peak in TL curve), as shown in Fig. 12. The posterior
(solid) is much more concentrated than the prior (dashed).

Contours of the median TL then are computed for the prior
and posterior fields (Fig. 13). A good way to understand the
uncertainty is to plot the fifth to ninety fifth percentile ranges
(gray area) of the prior and posterior fields, Fig. 14. Close to
the source, there is little uncertainty for both prior and poste-
rior fields as the sound field is not influenced by the waveguide
parameters. Further away from the source, the prior uncertainty
increases earlier in range than the posterior does, as the wave-
guide parameters are less well determined. It also is seen that
around the nulls of the median fields (Fig. 13) the variations in
the fields are the largest (Fig. 14).

The uncertainty is easily conveyed by plotting the median TL
(heavy solid) combined with the fifth and ninety fifth percentiles
(represented by the gray area), see Fig. 15. Similar to the results
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for TC1, Section III-B, it is observed that the posterior proba-
bilities have the largest spread around the nulls of the median
field. Overall, the posterior spread has decreased significantly.

IV. CONCLUSION

An approach for predicting the statistical properties of trans-
mission loss based on the result from a probabilistic-based geoa-
coustic inversion has been developed using a likelihood formu-
lation. The likelihood function assumes the error in the observed
data is Gaussian. The presented examples used acoustic data
on vertical arrays for the inversion, however, any data could be
used. The result of this inversion is a probabilistic-based de-
scription of the environmental parameters. The environmental
parameters are mapped via their probability distributions into a
probability distribution of transmission loss.
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In the transmission loss domain, we can compute the full pos-
terior distribution at all frequencies, ranges and depths. In the
examples, we demonstrated how to use the full transmission
loss probability distribution and extracted characteristic features
such as median and lower/upper percentiles from this distribu-
tion.
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