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ABSTRACT OF THE DISSERTATION

Broadband Synthetic Aperture Matched Field Geoacoustic Inversion

by

Bien Aik Tan

Doctor of Philosophy in Electrical Engineering
(Signal and Image Processing)

University of California, San Diego, 2014

Professor William S. Hodgkiss, Chair
Professor Peter Gerstoft, Co-Chair

A typical geoacoustic inversion procedure involves powerful source trans-

missions received on a large-aperture receiver array. A more practical approach is

to use a moving single source/receiver, broadband, frequency-coherent matched-

field inversion strategy that exploits coherently repeated transmissions to improve

estimation of the geoacoustic parameters. The long observation time creates a syn-

thetic aperture due to relative source-receiver motion. To correlate well with the

measured field, waveguide Doppler and normal mode theory is applied. However,

this method uses a waveguide Doppler model that constrains the source/receiver

radial velocity to be constant. As a result, the inversion performance degrades

xvi



when source/receiver acceleration exists. Furthermore, processing a train of pulses

all-at-once does not take advantage of the natural incremental acquisition of new

pulses along with the ability to assess the temporal evolution of parameter un-

certainty. Therefore, a recursive Bayesian estimation approach is developed that

coherently processes the data pulse-by-pulse and incrementally updates estimates

of parameter uncertainty. It also approximates source/receiver acceleration by as-

suming piecewise constant but linearly changing source/receiver velocities. When

the source/receiver acceleration exists, it is shown that modeling acceleration can

reduce further the parameter estimation biases and uncertainties. Finally, the

above methods depended on the assumption of constant underlying geophysical

model parameters. A change-point detection method is proposed to detect the

change in the model parameters using the importance samples and correspond-

ing weights that already are available from the recursive Bayesian inversion. If

the model parameters change abruptly, a change-point will be detected and the

inversion will restart with the pulse measurement after the change-point. If the

model parameters change gradually, the inversion (based on constant model pa-

rameters) may proceed to estimate an averaged value of the parameters until the

accumulated model parameter mismatch is significant and triggers the detection of

a change-point. These form the heuristics for controlling the coherent integration

time in recursive Bayesian inversion. Examples are based either on synthetically

generated acoustic fields using the waveguide Doppler model or a set of low SNR,

100–900 Hz LFM pulse data from a moving source-receiver pair in the Shallow

Water 2006 experiment.
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Chapter 1

Introduction

Based on the signal measured at a receiver that is some distance away from

the source, the general idea of geoacoustic inversion is to optimize the waveguide

geoacoustic model parameters by minimizing the difference between the measured

and the replica (modeled) acoustic fields (see Figs. 1.1 and 1.2). In doing this,

seafloor properties are estimated without resorting to costly direct measurements

such as coring. Knowing the seafloor acoustic properties is important for various

applications such as sonar performance prediction and operation [1–3], source local-

ization [4,5] and detection and classification of underwater man-made objects [6,7].

Cost / 
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Figure 1.1: Generic inversion model

Typically, matched-field geaocoustic inversion experiments use large-aperture

1
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arrays and powerful transmissions to achieve high signal to noise ratio (SNR). The

large aperture arrays usually span a large fraction of the entire water column or

cover a long distance horizontally (see Fig. 1.2). Deploying large aperture arrays

is useful because they improve SNR and the spatial diversity of the measurements.

However, their deployments can be time consuming and complex.
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Figure 1.2: Typical matched field geoacoustic inversion in a (a) towed source and
bottom moored horizontal and vertical line array receiver configurations and (b)
a bottom moored source and a towed horizontal line array receiver configuration.

Alternatively, single-receiver/synthetic aperture inversion methods are prefer-

able operationally due to ease of deployment [5,8–20]. Furthermore, low SNR

methods are attractive due to their ability to use low powered sources, e.g. battery

powered acoustic sources [21], resulting in less disturbance to marine mammals [11].



3

Having a combined mobile, low SNR and single source/receiver method makes it

well suited for rapid environment assessment [21–25] using a horizontally moving

source and/or receiver. The source or receiver may be towed horizontally by a

ship or an autonomous underwater vehicle (AUV) (see Fig. 1.3). Alternatively,

a battery powered acoustic source may be dropped onto the ocean bottom to aid

AUV-based geoacoustic inversion [21]. AUV-based inversions recently have been

gaining research interest due to its operational attractiveness [1,22–25]. Four main

Figure 1.3: Horizontally stratified ocean with a horizontally moving source and
receiver. The source is moving at initial velocity vs1 and bearing ϕs1, while the
receiver is moving at initial velocity vr1 and bearing ϕr1. The range origin is the
source position at time zero when the source begins transmitting.

types of single-receiver/synthetic aperture based geoacoustic inversion/source lo-

calization methods have been proposed: (1) dispersion curve analysis [8–11], (2) the

matched impulse response method [5,12–16], (3) matched field processing [17,18],

and (4) synthetic aperture modal inverse techniques [19,20].

Ship noise is a good source of opportunity for carrying out inversions. Using

relative dispersion curves combined with waveguide invariant principles, ship noise

data is utilized in the geoacoustic inversion in Ref. [11] using just one receiver with

a few dB SNR. However, due to the method’s incoherent process where intensity
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(without phase) in a relative wavenumber space (without wavenumber reference) is

used, any true multi-layered waveguide can only be represented by a simple Pekeris

waveguide [11]. Other dispersion based inversions [8–10] are done using imploding

glass bulbs or air guns (impulsive sources). These methods [8–10] work well only

for low frequency sources (f < 200 Hz) and use long propagation distances (r > 7

km) to separate the dispersion between the modes.

Refs. [12–14] are related to matched impulse response geoacoustic inversions

where Refs. [12,13] addressed source motion compensation for high bandwidth-time

product LFMs receptions. To the best of the author’s knowledge, other moving

source or receiver inversion methods [11–13] mitigated Doppler effects in the re-

ceived signal instead of modeling waveguide Doppler in the forward model, which

may result in residual errors. Lastly, a single receiver synthetic aperture modal

inverse technique will require the source or receiver to traverse distances up to a

few kilometers to have sufficient wavenumber resolution to transform the measured

transmission loss curve into the wavenumber spectrum for mode matching [19,20].

In contrasts, matched-field geoacoustic inversion do not have the limitations

mentioned above. A high SNR matched-field inversion using a slow drifting com-

pact four-receiver array is demonstrated in Ref. [17]. Ref. [18] showed in simulation

that a static single source/receiver matched field inversion is sufficient for matched

field inversion if a coherent processor in frequency is used. This dissertation takes

a step further by focusing on matched field inversions methods for mobile, single

source and receiver configurations in low SNR conditions.

The initial focus of this research is on a single-source/receiver, broadband,

frequency coherent matched-field inversion procedure [26] where there is source

and/or receiver motion. It comprises long-time coherent integration of multiple

broadband transmissions, recasting dynamic time-varying geometric model param-

eters into initial-value and constant parameters via a trajectory-based waveguide

Doppler normal mode model and assumes constant underlying geophysical model

parameters. It exploits coherently repeated transmissions to improve estimation

of the geoacoustic parameters in low SNR conditions. This reduces estimation

uncertainty without resorting to a single powerful source transmission. The long
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observation time improves the SNR and creates a synthetic aperture due to relative

source-receiver horizontal motion.

Due to the repeated transmissions and longer observation time, the observed

source spectrum becomes increasingly Doppler sensitive. Hence source/receiver

motion has to be taken in account using waveguide Doppler theory where each

horizontal wavenumber or mode undergoes a different Doppler shift [26–32]. The

theory of waveguide Doppler and modal propagation used throughout this dis-

sertation is based on Schmidt and Kuperman [29,30] and is reviewed in detail in

Chapter 2. Similar waveguide Doppler modeling has been used in narrowband

synthetic aperture modal inverse methods [19,20,33,34].

Modeling waveguide Doppler requires coupling the source spectrum to the

Green’s function of the medium. As a result, the source spectrum must be known.

Assuming the source spectrum is known, the impact of exploiting coherently mul-

tiple transmissions and waveguide Doppler on single-receiver matched-field inver-

sions is examined. Chapter 2 presents the formulation of this inversion problem,

simulation results as well as results from the analysis of low SNR, 100–900 Hz LFM

data from the Shallow Water 2006 experiment.

Though successful, the approach in Chapter 2 is limited to constant source

and receiver radial velocities. This assumption is violated in the region near the

closest point of approach (CPA) or when the radial velocities change (see Fig.

1.4). Chapter 3 improves the broadband synthetic aperture geoacoustic inversion

approach for cases where the radial velocity of the source/receiver changes over the

total observation time. This is done through pulse-by-pulse coherent processing

which in turn allows different source/receiver velocities. Thus, it introduces a

waveguide Doppler approximation to source and receiver acceleration.

Furthermore, processing a train of pulses all-at-once does not take advan-

tage of the natural incremental acquisition of new data along with the ability to

assess the temporal evolution of parameter uncertainty. Here, an equivalent pulse-

by-pulse coherent processing approach using Bayesian updating is developed. This

Bayesian approach reduces parameter uncertainty by recursively improving the

posterior density as new data is made available. With the Bayesian formulation,
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Figure 1.4: (a) Top view of a constant velocity source with changing radial ve-
locity to the receiver due to the geometry of source/receiver positions. (b) Source–
receiver range and radial velocity curves near CPA. Here, the change in source
radial velocity in the dotted box approximately is linear with time corresponding
to a constant acceleration.

the estimated posterior distribution provides quantitative uncertainty analysis [35].

It may also be used to infer uncertainties in another usage domain (e.g. transmis-

sion loss [3]). This recursive Bayesian approach allows new data to be added incre-

mentally without having to wait for all data to be present before processing can take

place [36]. At present, most single source and receiver methods [5,8–16,18,19,26],

except [37], do not use the Bayesian approach for uncertainty analysis.

The formulation for the recursive Bayesian synthetic aperture geoacoustic

inversion in the presence of motion dynamics is detailed in Chapter 3. Simulation

results are presented as well as results from the analysis of low SNR, 100–900 Hz

LFM data from the Shallow Water 2006 experiment.
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A key assumption for the methods both in Chapter 2 and Chapter 3 is

constant underlying model parameters. Because of the long-time coherent obser-

vation and source-receiver motion, change in the underlying model parameters due

to time or space is anticipated. In Chapter 4, an inversion method is proposed for

abrupt and gradual change in the underlying model parameters. A model parame-

ter change-point detection method [38–43] is proposed to detect the change in the

model parameters using the importance samples and corresponding weights that

already are available from the recursive Bayesian inversion developed in Chapter

3. If a model parameter changes abruptly, a change-point will be detected and

the inversion will restart with the pulse measurement after the change-point. If

the model parameters change gradually, the inversion (based on constant model

parameters) may proceed to estimate an average value of the parameters until the

accumulated model parameter mismatch error is significant and triggers the de-

tection of a change-point. These form the heuristics for controlling the coherent

integration time in recursive Bayesian inversion detailed in Chapter 4.

Lastly, conclusions from this research and suggestions for future work are

provided in Chapter 5.



Chapter 2

Broadband synthetic aperture

geoacoustic inversion

2.1 Introduction

Typically, matched-field inversion experiments use large-aperture arrays

and powerful transmissions with high SNR. However, single-receiver/synthetic

aperture inversion methods are preferable operationally due to ease of deploy-

ment [5,8–20]. Furthermore, low SNR methods are attractive due to their ability

to use low powered sources, e.g. battery powered acoustic sources [21], resulting in

less disturbance to marine mammals [11]. This chapter focuses on matched field

inversion for mobile, single source-receiver configurations in low SNR conditions.

Four main types of single-receiver/synthetic aperture based geoacoustic in-

version/source localization methods have been proposed: (1) dispersion curve anal-

ysis [8–11], (2) the matched impulse response method [5,12–16], (3) matched field

processing [17,18], and (4) synthetic aperture modal inverse techniques [19,20].

Ship noise is a good source of opportunity for carrying out inversions. Using

relative dispersion curves combined with waveguide invariant principles, ship noise

data is inverted for a simple Pekeris waveguide in Ref. [11] using just one re-

ceiver with a few dB SNR. Other dispersion based inversions [8–10] are done using

imploding glass bulbs or air guns (impulsive sources). These methods work well

8
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only for low frequency sources (f < 200 Hz) and use long propagation distances

to separate the dispersion between the modes.

Here, a single-receiver, broadband, frequency-coherent matched-field inver-

sion procedure is formulated to exploit coherently repeated transmissions to reduce

estimation uncertainty without resorting to powerful source transmissions. Due to

the repeated transmissions and longer observation time, the overall source spec-

trum becomes increasingly Doppler sensitive. In addition, the source-receiver rela-

tive motion also creates a longer synthetic aperture that is utilized in the inversion.

To correlate well with the measured field, waveguide Doppler and normal mode

theory is applied [27–32]. Similar waveguide Doppler modeling has been used in

narrowband synthetic aperture modal inverse methods [19,20,33,34]. Other mov-

ing source or receiver inversion methods [11–13] mitigated Doppler effects in the

received signal instead of the forward model, which may result in residual errors.

Modeling waveguide Doppler requires coupling the source spectrum to the

Green’s function of the medium. As a result, the source spectrum needs to be

known. Assuming the source spectrum is known, the impact of exploiting coher-

ently multiple transmissions and waveguide Doppler on single-receiver matched-

field inversions is examined. The method is well suited for low SNR scenarios

as well as rapid environment assessment using a horizontally moving source and

receiver. The theory of waveguide Doppler and modal propagation is reviewed

in Section 2.2, followed by the formulation of the inversion problem. Simulation

results are presented in Section 2.3. Section 2.4 presents results from the analysis

of experimental data.

2.2 Theory

2.2.1 Waveguide Doppler - normal mode representation

The Doppler effect, due to source and/or receiver motion, on a signal propa-

gating in free space is described by a simple Galilean transformation [44]. However,

in a waveguide, the Doppler effect is more complicated due to the multipath phe-

nomenon, e.g. Refs. [27–32]. In this dissertation, the range-independent waveguide
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Figure 2.1: Horizontally stratified ocean with horizontally moving source and
receiver. The source is moving at velocity vs and bearing ϕs, while the receiver
is moving at velocity vr and bearing ϕr. Range origin is defined as the source
position at time zero when the source begins transmitting.

Doppler theory is adopted to synthesize the field [29,30]. This implies that each

horizontal wavenumber or mode will undergo a different Doppler shift. The sce-

nario considered is depicted in Fig. 2.1.

Reasons for choosing the Schmidt and Kuperman [29,30] waveguide Doppler

model are: (1) it has both spectral and modal solutions which can be adapted

from several commonly used acoustic models, (2) it recognizes the non-reciprocity

of source and receiver motion which means that the Doppler is a function of source

and receiver motion and not of relative motion alone, and (3) the solution is in

the frequency domain thus directly applicable to frequency coherent matched field

processing. However, the model only allows horizontal motion which is adequate

since most moving underwater sources and receivers are horizontally towed or

propelled.

The theory begins off with the wave equation incorporating only the source

motion which produces a range-time domain solution. Receiver motion is sub-

sequently included but the solution exhibits a time-wavenumber coupling in the

wavenumber integral and is ill-suited for numerical implementation. Fortunately,

this time-wavenumber coupling can be removed by converting the solution into

the range-frequency domain. With some approximations, a numerically tractable
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solution using wavenumber integration (spectral method) is derived. Lastly, with

additional approximations, a numerically and relatively more efficient solution us-

ing the normal mode theory is presented and is used throughout this dissertation.

Doppler effect by source motion

The theory begins with the Cartesian coordinate inhomogeneous wave equa-

tion, incorporating only the source motion. It represents a moving harmonic point

source with constant horizontal velocity vector vs and source frequency ωs. S(ωs)

is the source spectrum representing the amplitude and phase of the harmonic point

source.

∇2ψ(r, z; t)− 1

c2
∂2ψ(r, z; t)

∂t2
= −δ(r− vst)δ(z − zs)S(ωs)e

−iωst (2.1)

Following the Fourier transform conventions and derivations in Schmidt and Ku-

perman [29,30],

f(t) =
1

2π

∫ ∞

−∞

f(ω)e−iωtdω (2.2)

f(ω) =

∫ ∞

−∞

f(t)eiωtdt (2.3)

The Helmholtz equation is derived via the following

∇2 1

2π

∫ ∞

−∞

ψ(r, z;ω)e−iωtdω − 1

c2
∂2

∂t2
1

2π

∫ ∞

−∞

ψ(r, z;ω)e−iωtdω

= − 1

2π

∫ ∞

−∞

∫ ∞

−∞

δ(r− vst)δ(z − zs)S(ωs)e
−iωsteiωtdt e−iωtdω (2.4)

1

2π

∫ ∞

−∞

[

∇2ψ(r, z;ω)− (iω)2

c2
ψ(r, z;ω)

]

e−iωtdω

=
1

2π

∫ ∞

−∞

[

∫ ∞

−∞

−δ(r− vst)δ(z − zs)S(ωs)e
−iωsteiωtdt

]

e−iωtdω (2.5)

[∇2 + k2ω]ψ(r, z;ω) = −δ(z − zs)S(ωs)

∫ ∞

−∞

δ(r − vst)e
i(ω−ωs)tdt (2.6)
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where kω = ω
c
is the medium wavenumber at propagation frequency ω. Because

of source motion, the problem is not axisymmetric. Therefore, a two-dimensional

Fourier transform is used to reduce the spatial dimension of the Helmholtz equa-

tion.

ψ(r, z;ω) =

∫

ψ(k, z;ω)eik·rd2k (2.7)

ψ(k, z;ω) =
1

(2π)2

∫

ψ(r, z;ω)e−ik·rd2r (2.8)

Using Eq.(2.7) and Eq.(2.8) on Eq.(2.6) in a similar method described in Eq.(2.4),

Eq.(2.6) is transform into a depth-separated wave equation.

[∇2 + k2ω]

∫

ψ(k, z;ω)eik·rd2k =

∫

1

(2π)2

∫

− δ(z − zs)S(ωs)

×
∫ ∞

−∞

δ(r− vst)e
i(ω−ωs)tdt e−ik·rd2r eik·rd2k (2.9)

∫

[ ∂2

∂z2
+ (k2ω − k2)

]

ψ(k, z;ω)eik·rd2k =

∫

−δ(z − zs)

(2π)

1

2π

×
∫

ei(ω−ωs−k·vs)tdt S(ωs)e
ik·rd2k (2.10)

[ ∂2

∂z2
+ (k2ω − k2)

]

ψ(k, z;ω) = −δ(z − zs)

(2π)
δ(ω − ωs − k · vs)S(ωs) (2.11)

with k = |k| is the horizontal wavenumber, and where the following identities,
∫

δ(r− vst)e
−ik·rd2r = e−ik·vst (2.12)

and
1

2π

∫

ei(ω−ωs−k·vs)tdt = δ(ω − ωs − k · vs), (2.13)

are used.

Eq.(2.11) is a standard depth-separated wave equation of the form given in

Section 2.4.1.1 of Jensen et. al. [30] with the solution,

ψ(k, z;ω) = S(ωs)δ(ω − ωs − k · vs)g(k, z;ω) (2.14)

where g(k, z;ω) is the depth-dependent Green’s function for the waveguide at prop-

agation frequency ω. From Eq.(2.14), the mode-dependent frequency shifts on the
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source spectrum as the dirac delta function operates like an indicator function to

turn on the Green’s function only when ω = ωs + k · vs.

The range-time domain solution can be obtain by using the Fourier trans-

form defined in Eq.(2.7) to change the above solution into the range-frequency

domain and then using inverse Fourier transform defined in Eq.(2.2).

ψ(r, z; t) =
1

2π

∫ ∞

−∞

[

∫

ψ(k, z;ω)eik·rd2k
]

e−iωtdω (2.15)

Substituting Eq.(2.14) into Eq.(2.15), the range-time domain solution for the field

becomes

ψ(r, z; t) =
1

2π

∫

S(ωs)g(k, z;ωs + k · vs)e
−i[(ωs+k·vs)t−k·r]d2k (2.16)

So far the range-time domain field due to source horizontal motion vs and a single

source excitation frequency ωs is described. To compute the field, the Green’s

function for each wavenumber vector k at propagation frequency is evaluated,

ω = ωs + k · vs. (2.17)

Also, for the source motion only case, the receiver frequency ωr is equal to the

propagation frequency ω. However, when the receiver moves horizontally in a

waveguide, it will introduce another set of mode dependent frequency shifts on

the propagation frequencies. Therefore, when there is receiver motion, the receiver

frequency ωr is not equal to the propagation frequency ω.

Broadband Doppler effect by source and receiver motion

In this section, receiver motion is included and the solution for a bandlim-

ited source spectrum is presented. Redefining receiver position vector, r, as a

function of receiver velocity and time,

r = r0 + vrt (2.18)

where r0 is the receiver position at t = 0 and vr is the receiver velocity vector.

Substituting Eq.(2.18) into Eq.(2.16) modifies the range-time domain solution for

the field to

ψ(r0 + vrt, z; t) =
1

2π

∫

S(ωs)g(k, z;ωs + k · vs)e
−i{[ωs+k·(vs−vr)]t−k·r0}d2k (2.19)
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From Eq.(2.19), following points are noted:

• source and receiver motions’ asymmetrical effect on integration kernel (Green’s

function). Only source velocity matters if the argument is based on source

frequencies.

• source and receiver motions symmetrical frequency shifting effect on the ex-

ponential.

• Hence, if vs = vr, there is no frequency shift. But the Green’s function is

still affected by the source velocity. This non-reciprocity in velocity is seldom

appreciated. On the other hand, this effect is negligible as shown in Schmidt

and Kuperman [29,30].

As mentioned earlier, the time-wavenumber coupling makes it necessary to eval-

uate the integral for each time and wavenumber instances. This is numerically

intractable. Schmidt and Kuperman circumvented this problem by making the

following modifications which is to include a bandlimited source spectrum and an

integration over time and space to express the field in the frequency domain. The

field is now summed for a bandlimited frequency source excitation in Eq.(2.20).

ψ(r0 + vrt, z, t) =
1

(2π)2

∫ ∫

S(ωs)g(k, z;ωs + k · vs)

× e−i{[ωs+k·(vs−vr)]t−k·r0}d2k dωs (2.20)
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Applying the Fourier transform as defined in Eq.(2.3) to Eq.(2.20).

ψ(r, z, ωr) =

∫

ψ(r0 + vrt, z, t)e
iωrtdt

=
1

(2π)2

∫ ∫

S(ωs)g(k, z;ωs + k · vs)

∫

e−i{[ωs−ωr+k·(vs−vr)]t}dt dωs e
ik·r0d2k

=
1

(2π)

∫ ∫

S(ωs)g(k, z;ωs + k · vs)

δ[ωs − ωr + k · (vs − vr)]dωs e
ik·r0d2k

=
1

(2π)

∫

S[ωr − k · (vs − vr)]g(k, z;ωr + k · vr)e
ik·r0d2k

=
1

(2π)

∫

S[ω(k)
s ]g(k, z;ωr + k · vr)e

ik·r0d2k

(2.21)

where r represents a straight line, Eq.(2.18), describes the receiver trajectory be-

cause the frequency domain solution integrates over time. ωr is the receiver fre-

quency and ω
(k)
s is the mode dependent Doppler-shifted source frequency.

ω(k)
s = ωr − k · (vs − vr) (2.22)

Comparing Eq.(2.21) to the static case, there are two differences. Firstly, in the

moving case, the source spectrum frequency is wavenumber and velocity dependent.

This result in coupling the source spectrum and the Green’s function together in

the integrand. On the contrary, in the static case, the source spectrum frequency

is wavenumber independent and is applied outside the integral. Secondly, in the

moving case, the Green’s function propagation frequency is wavenumber and ve-

locity dependent. Separately, it can also be noted that the propagation frequency

is also,

ω = ωr + k · vr (2.23)

For clarity, k is always evaluated at propagation frequency ω in the Green’s func-

tion. Up to this point, Eq. (2.21) is exact within the theory of linear acoustics.

Linear acoustics presumes that the turbulence caused by the ambient flow across

the source or receiver is negligible [44]. Therefore, it is implicit that source or
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receiver velocities v,

A1 : v/c≪ 1. (2.24)

Another assumption is

A2 : vr andvs are constants and horizontal, (2.25)

which result in the simplified field described in Eq. (2.21).

Wavenumber Integration Representation

Eq.(2.21) is computationally intensive due to the 2-D wavenumber integral.

The wavenumber integration is reduced to a single dimension by making a third

assumption. That is, the source – receiver separation R is large compared to the

distance moved δRδt by the source or receiver during the signal transmission or

reception δt respectively.

A3 : δRδt≪R, R = |r| ⇒ δϕr ≈ 0, δϕs ≈ 0 (2.26)

This means that the radial velocities approximately are constant.

vr = |vr| cosϕr, vs = |vs| cosϕs (2.27)

As a result, the 2-D Fourier integral can be replaced by the Hankel transform on

the horizontal wavenumber.

ψ(L, z, ωr) ≈
∫ ∞

0

S[ω(k)
s ]G(k, z;ωr + kvr)J0(k r0)k dk

=
1

2

∫ ∞

−∞

S[ω(k)
s ]G(k, z;ωr + kvr)H

(1)
0 (k r0)k dk

(2.28)

where

ω(k)
s = ωr − k(vs − vr) (2.29)

and

H
(1)
0 (kr0) =

√

2

πkr0
ei(kr0−

π

4
) (2.30)

Eq.(2.28) can be numerically computed by existing wavenumber integration code

such as OASES [45] to compute the Doppler shifted field. From Eq.(2.28), to

compute the field at receiver frequency ωr, the depth dependent Green’s function

have to be evaluated for every wavenumber k at the propagation frequency ω =

ωr + kvr, and multiplied by the source spectrum at the source frequency ω
(k)
s .
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Normal Mode Representation

The wavenumber spectral representation given in Eq.(2.28) can now be con-

verted into a normal mode representation which is computationally less intensive.

This is done by using the normal mode approximation (as a result of ignoring

branch line contribution) of the depth dependent Green’s function mentioned in

Sect 5.3 of Jensen et. al [30] and is shown below.

G(k, z;ω) ≈ 1

2πρ(zs)

∑

n

Ψn(z)Ψn(zs)

k2 − k2n
(2.31)

where kn and Ψn are the modal wavenumbers and modal functions of the homoge-

neous form of Eq.(2.11) evaluated at propagation frequencies ω. Substituting Eq.

(2.31) into Eq. (2.28), the Doppler shifted field via normal mode representation is

approximated in the following:

ψ(L, z, ωr)

≈ 1

2

∫ ∞

−∞

S[ω(k)
s ]G(k, z;ωr + kvr)H

(1)
0 (kr0)k dk (2.32)

≈ 1

4πρ(zs)

∫ ∞

−∞

S[ω(k)
s ]
∑

n

Ψn(z;ωr + knvr)Ψn(zs;ωr + knvr)

(k − kn)(k + kn)
H

(1)
0 (knr0)k dk

(2.33)

Applying Cauchy integral, residue theorem and omitting the solution for negative

horizontal wavenumbers

ψ(L, z, ωr)

≈ 2πi

4πρ(zs)

∑

n

S
[

ωr − kn(vs − vr)
]Ψn(z;ωr + knvr)Ψn(zs;ωr + knvr)

2kn
H

(1)
0 (knr0)kn

(2.34)

≈ i

4ρ(zs)

∑

n

S[ω(kn)
s ]Ψn(z;ωr + knvr)Ψn(zs;ωr + knvr)H

(1)
0 (knr0) (2.35)

where

ω(kn)
s = ωr − kn(vs − vr). (2.36)

Table 2.1 summarizes the relationship of source, propagation and receiver frequen-

cies where the first row is with respect to receiver frequency ωr and the second
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Table 2.1: Source, propagation and receiver frequencies mapping relationships.

Source Propagation Receiver

ω
(kn)
s = ωr − kn(vs − vr) ω = ωr + knvr ωr

ωs ω = ωs + knvs ω
(kn)
r = ωs + kn(vs − vr)

Mode 

Mode 

Receiver

Figure 2.2: A single source frequency ωs maps to several mode-dependent prop-
agation frequencies ω due to source motion and undergoes further different shifts
into receiver frequencies ωr due to receiver motion.

is with respect to source frequency ωs. The latter source-to-receiver frequency

mapping relationships is depicted in Fig. 2.2.

For numerical efficiency, constructing the field in Eq. (2.35) is facilitated

by some approximations to the propagation modal wavenumbers and functions

that are computed instead from ωr. It is assumed that the changes in the modal

functions are negligible over the Doppler frequency shifts. In addition, modal

cutoffs or additions introduced by Doppler frequency shifts are ignored.

A4 : Ψ(z;ω) ≈ Ψ(z;ωr) ≈ Ψ(z;ωs). (2.37)

A5 : Modal cutoffs/additions are neglected. (2.38)

Hence, the modal functions evaluated at ω can be approximated from modal

functions at ωr or ωs. Propagation modal wavenumber kn then is approximated

using Taylor’s approximation. For the higher order terms to be negligible, the

wavenumber change due to the shift in propagation frequency is assumed locally



19

linear [29,30]. This means that the frequency shift with respect to source or re-

ceiver frequency is small assuming Eq. (2.24). Let kn be a function of angular

frequency ω, which is kn = kn(ω).

A6 : kn = kn(ωr + knvr) ≈ kn(ωr) +
dkn(ωr)

dωr

knvr

≈ krn
(1− vr

urn
)

(2.39)

where urn = dωr

dkn(ωr)
is the nth modal group velocity and krn = kn(ωr) is the nth

modal wavenumber, both evaluated at ωr . This approximation works backward

from the receiver frequency. A forward kn approximation based on ωs also can be

done using the same method in Eq. (2.39).

A7 : kn = kn(ωs + knvs) ≈
ksn

(1− vs
usn

)
(2.40)

where usn = dωs

dkn(ωs)
is the nth modal group velocity and ksn = kn(ωs) is the nth

modal wavenumber, both evaluated at ωs.

Substituting Eqs. (2.37) and (2.39) into Eq. (2.35), the Doppler shifted

field via normal mode representation is obtained:

ψ(r, z, ωr) ≈
ie−iπ

4√
8πρ(zs)

∑

n

S[ω(kn)
s ]Ψn(z;ωr)Ψn(zs;ωr)

eiknr0√
knr0

(2.41)

In the case where the wavenumber krn is perturbed to manifest mode-dependent

absorption losses, the resulting complex propagation wavenumber kn can still be

approximated using Eq. (2.39). The steps for generating the Doppler shifted field

using normal modes are summarized as follows:

For any arbitrary receiver frequency ωr,

• Compute the normal modes as per the static case evaluated at ωr giving

{Ψn(zs;ωr),Ψn(z;ωr), krn, urn}

• With urn and vr known, compute the propagation horizontal wave number

kn using Eq. (2.39)

• Extract the source spectrum S[ωr − kn(vs − vr)] and compute ψ(r, z, ωr) as

defined in Eq. (2.41)
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For a static field computation, ωr = ωs. On the other hand, with relative motion,

a waveguide Doppler field computation at ωr traces back to multiple source fre-

quencies, see Eqs. (2.36) and (2.41). This backward mode-dependent frequency

mapping is the main difference when compared to the static field computation.

Normal mode interpretation of waveguide Doppler

One way of viewing the frequency and wavenumber shifts of each mode is

to evaluate the modal contributions of a harmonic point source. The ocean model

used is illustrated in Fig. 2.1. The model parameters are tabulated in Table 2.2.

KRAKEN [46] is used to compute the modes and wavenumbers. The contributions

to the received field for each mode in frequency-wavenumber space are plotted in

Fig. 2.3 as color-coded dots representing magnitudes normalized by the strongest

mode. Fig. 2.3 is obtained by using Eqs. (2.41) and (2.40), and the second

row of Table 2.1 to express the field by forward mapping the harmonic source

frequency to multiple receiver frequencies. Fig. 2.3(a) shows a source moving

away from the static receiver and Fig. 2.3(b) is the receiver moving away from a

static source. Both plots include the static example as reference. The choice of

speed is exaggerated to illustrate the Doppler effect. The 10 m/s receiver motion

only case shifts the receiver frequencies. However, the –10 m/s moving source shifts

both the receiver frequencies as well propagation horizontal wavenumbers. This

illustrate the non-reciprocity of source/receiver motion, that waveguide Doppler

is not a function of relative motion. This non-reciprocity in velocity is seldom

appreciated. On the other hand, this effect is negligible as shown in Schmidt and

Kuperman [29,30].

2.2.2 Likelihood and cost functions

The problem of matched field inversion to infer parameters characterizing

the ocean environment is nonlinear due to the nonlinear relationship between the

acoustic field and the parameters. Section 2.2.2 describes the maximum likelihood

(ML) formulations for the frequency-coherent likelihood and cost functions of a

single receiver in additive colored noise.
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Figure 2.3: Frequency and modal dispersion from the waveguide Doppler effect
for a fs = 500 Hz harmonic source using the KRAKEN model. (a) Static case
overlaid with moving source case (b) Static case overlaid with moving receiver
case.
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Frequency-coherent likelihood and cost functions of a moving source

and receiver

A broadband data model for frequency-coherent match-field based geoa-

coustic inversion has been proposed [2,47,48]. Here, this model is improved by

including source/receiver motion and realistic noise assumptions,

y = αE(ξ)d(m) +w = αb(ξ,m) +w, (2.42)

where y = [y(ωr1) . . . y(ωrJ)]
T is the Fourier transform of the observed time se-

ries synchronized to the pulse transmission for J discrete frequencies. α is the

complex scalar factor for unknown amplitude scaling and a frequency indepen-

dent phase shift. E(ξ) = diag[eiωr1ξ . . . eiωrJξ] where ξ is the timing error be-

tween the source and receiver clocks. The corresponding replica field d(m) =

[ψ(ωr1,m) . . . ψ(ωrJ ,m)]T is generated using Eq. (2.41) with vector m. m is a

subset of forward model parameters that are being optimized (see Fig. 2.1).

The distribution of the error vector w = [w(ωr1) . . . w(ωrJ)]
T defines the

likelihood function. Error comprises ambient noise and modeling errors. In high

SNRs, array-coherent frequency-incoherent techniques often neglect ambient noise

but recognize modeling errors as dominant [49,50].

For low SNR frequency-coherent processing, the colored ambient noise might

be a significant source of error. The frequency-dependent noise is modeled as a

wide sense stationary (WSS) noise u[n] with power spectral density γuPuu(ωr)

where γu is a scaling factor, used for varying SNR in simulations and scaling the

noise spectrum in inversions using real data. Puu(ωr) is estimated from the noise

only data prior to signal transmission.

Taking a N -point discrete Fourier transform (DFT) of u[n], let w be the

DFT of u evaluated at frequencies [ ωr1 . . . ωrJ ] with J 6 N . We will define the

frequency domain noise w as complex Gaussian with mean E[w] = 0 for ωr 6= 0

and autocovariance [51]

Cw = E[wwH] = Nγudiag[Puu(ωr1) . . . Puu(ωrJ)]. (2.43)

Thus, it is assumed that the error vector w ∼ CN (0,Cw). Factoring Cw = γC̃w
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with reparameterized γ = Nγu, the likelihood function can be expressed as [52]

L(ξ,m, α, γ) =
1

(πγ)J |C̃w|
×

exp
{

− [y − αb(ξ,m)]HC̃−1
w [y − αb(ξ,m)] / γ

}

. (2.44)

The unknown complex scaling factor α and noise parameter γ are estimated by

maximum likelihood estimation (MLE). Computing the MLE of α, α̂ and γ, γ̂ via
∂ lnL(ξ,m,α,γ)

∂α
= 0 and ∂ lnL(ξ,m,α,γ)

∂γ
= 0 respectively, gives

α̂ =
bHC̃−1

w y

bHC̃−1
w b

(2.45)

γ̂ =
(y − αb)HC̃−1

w (y − αb)

J
=
β(ξ,m)

J
, (2.46)

where β(ξ,m) is the covariance-weighted Bartlett function [49], obtained by sub-

stituting α = α̂, defined as

β(ξ,m) = yHC̃−1
w y − |yHC̃−1

w b|2
bHC̃−1

w b
. (2.47)

Substituting Eqs. (2.45–2.47) into Eq. (2.44), the optimized inversion pa-

rameters obtained via the maximization of the log-likelihood function are

{

ξ,m
}

ML
= argmax

ξ,m

[

lnL(ξ,m)
]

= argmin
ξ,m

[

J ln β(ξ,m) + J(ln π − ln J + 1) + ln |C̃w|
]

= argmin
ξ,m

[

10 log10 Φ(ξ,m)
]

, (2.48)

where the cost function

Φ(ξ,m) =
β(ξ,m)

yHC̃−1
w y

= 1− |yHC̃−1
w b|2

yHC̃−1
w ybHC̃−1

w b
(2.49)

is the normalized covariance-weighted Bartlett function. In yHC̃−1
w b, the correla-

tion between the measured and the replica spectrum is inversely weighted by the

noise spectrum.
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2.2.3 Synthetic Aperture Formation

Extending the temporal duration of the source to a train of P repeated

transmissions, the source spectrum is

S(f) =
P−1
∑

p=0

exp(i2πfpTr)Sc(f), (2.50)

where Tr is the pulse repetition interval (PRI) and Sc(f) is the spectrum of the

common or repeated source transmission. Substituting Eq. (2.50) into Eq. (2.41)

also extends the moving source or receiver trajectory field. In essence, a synthetic

aperture is formed since the waveguide Doppler field is computed by integrating

over the source and receiver horizontal trajectory referenced to the source-receiver

separation at t = 0. The source-receiver synthetic aperture length or relative

displacement is PTr(vs − vr) m.

The extended duration transmission and relative motion means that the

synthetic aperture length is longer than the one with a single LFM pulse. As ex-

plained later in Sect. 2.3.3, without the waveguide Doppler model, the mismatch

between the measured (waveguide Doppler) and the replica (uniform Doppler

[2,13]) complex field will increase with P and synthetic aperture length. This

mismatch error then will map into the parameter estimation error.

2.2.4 Source Spectrum

A common broadband source used in geoacoustic inversion is the LFM

pulse. It is the source used for the simulations in Sect. 2.3 and experimental

data analysis in Sect. 2.4. Comparing Eq. (2.42) with other models [2,47,48] and

examining Eq. (2.41), the source spectrum is coupled within, and non-commutable

with, the integral of the Green’s function due to source/receiver motion. This

coupling results in very fine frequency indexing to the source spectrum for each

mode. Hence, an analytic Fourier expression of the source spectrum is desirable.

The time domain expression of the LFM pulse is

sc(t) = sin

[

π(f2 − f1)t
2

T
+ 2πf1t

]

, (2.51)
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where f1 and f2 is the start and stop frequency respectively and T is the pulse

width. Using the same Fourier transform convention [29,30], the frequency domain

expression of the LFM pulse is

Sc(f) =

∫ T

0

sin

[

π(f2 − f1)t
2

T
+ 2πf1t

]

ei2πftdt

=
B

4
√
π
e−B2(f1+f)2

(

e2B
2(f2

1
+f2){erf[B(f2 − f)]− erf[B(f1 − f)]}

+ ierf[iB(f2 + f)]− ierf[iB(f1 + f)]

)

, (2.52)

where erf(z) = (2/π)
∫ z

0
e−t2dt is the error function andB = ( 4

√
−1

√
πT )/

√
f2 − f1.

Fig. 2.4 shows a section of the source spectrum for various P LFM pulses

using Eqs. (2.50) and (2.52). Magnitudes have been normalized by the single

LFM spectrum magnitude for comparison. The overall source spectrum S(f) will

result in periodic spectral peaks occurring every 1/Tr for P > 2. The null-to-null

bandwidth for each peak is 2/(PTr). In addition, the spectral peaks increase 6 dB

for every doubling of P . Correspondingly, the noise spectrum level only increases

by 3 dB, Eq. (2.43). These spectral peaks are good frequency sampling points

although, as shown later in Sect. 2.3.3, source/receiver motion will require more

frequency sampling points around these peaks. The overall source spectrum of

multiple LFM pulses also approaches a multi-tone comb resulting in an inversion

technique that is sensitive to waveguide Doppler, see Sect. 2.3.3.

2.3 Simulations

Based on the theory, this section will demonstrate three main points. First,

Sect. 2.3.1 provides the inversion sensitivities for a simple static source/receiver

setup using a single LFM pulse transmission. Then, in Sect. 2.3.2, Monte Carlo

inversions at a fixed SNR for a static source/receiver show that estimation un-

certainty is reduced by coherently exploiting multiple LFM pulse transmissions.

Finally, in Sect. 2.3.3, for a moving source and static receiver case, both waveg-

uide Doppler and a denser frequency sampling scheme are needed to preserve the

uncertainty reduction.
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Figure 2.4: A section of the 100–900 Hz (Tr = T = 1 s) source spectrum for
P = [1, 4, 32] LFM pulses in (a) magnitude and (b) phase.

The ocean model is illustrated in Fig. 2.1. The model parameters are tab-

ulated in Table 2.2. These range-independent parameters were based on previous

SW06 inversion results [53–56]. The source is a 100–900 Hz LFM pulse with 1

s pulse width and PRI. Colored noise was generated using the measured power

spectrum of SW06 noise data (see Fig. 2.11). The source is moving towards the

static receiver. Frequency sampling usually is fixed at ∆f = 5 Hz. The forward

model used is KRAKEN [46].

2.3.1 Sensitivity analysis for static source and receiver with

a single LFM pulse

Sensitivity plots for several parameters of a single LFM pulse noiseless re-

ception and a static source and a receiver is simulated in Fig. 2.5. For each

parameter, sensitivity plot is created by sweeping the parameter under test in the

cost function while keeping the rest of the parameters at their baseline value. Be-
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Table 2.2: Baseline model parameters.

Model parameters value Model parameters value

Src range, r0 (m) 2000 Sed. density, ρsed (g/cm3) 1.8

Src depth, zs (m) 30 Sed. attn., αsed (dB/λ) 0.2

Rcv depth, z (m) 45 Sed. top. vel., c1 (m/s) 1630

Src vel., vs (m/s) 2.5 Sed. vel. slope, s (1/s) 0

Rcv vel., vr (m/s) 0 Bot. density, ρbot (g/cm
3) 2.1

Water depth, zw (m) 80 Bot. attn., αbot (dB/λ) 0.2

Sed. depth, hsed (m) 22 Bot. vel., cb (m/s) 1740

cause the cost function Φ approaches negative infinity in dB for a perfectly matched

field, the maximizing function 10 log10(1−Φ) is plotted instead. As expected, the

geometric parameters such as water depth and source range are the most sensitive.

These are followed by sediment velocity and density with intermediate sensitivity.

The remaining bottom related parameters, such as sediment thickness and bottom

halfspace velocity, are the least sensitive.

2.3.2 Multiple LFM pulses for a static source and receiver

Low SNR scenarios may arise from propagation loss or source level restric-

tions. In this simulation, with SNR fixed at −6 dB (calculated over LFM pulse

bandwidth), coherently processing multiple LFM pulse receptions (source spec-

trum is Eq. (3.4)) can reduce data uncertainty (see Fig. 2.6). Frequency sampling

is fixed at ∆f = 5 Hz. Monte Carlo inversions of 200 noise realizations per P

setting were carried out to assess uncertainty of the parameter estimates. Only

four representative parameters (zs, hsed, c1 and cbot) of various sensitivities were

chosen to keep the parameter search space small. The inversions were optimized

using a genetic algorithm (GA). The values of the GA parameters are as follows:

population size 16, selection 0.5, crossover 0.8, mutation 0.1, iterations 8, and par-

allel populations 8. Their parameter estimate distributions are plotted in Fig. 2.6

as histograms. The histograms are more informative than error bars (mean and
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standard deviation) as the cost surface may be skewed or have multiple minima

giving rise to skewed or multiple peak histograms. Generally, bottom parameters

(sediment thickness hsed and bottom velocity cb) required higher P values for low

estimation uncertainty.

2.3.3 Multiple LFM pulses for a moving source and static

receiver

For a moving source and static receiver case, there are mode-dependent

frequency and wavenumber shifts. It is shown here that waveguide Doppler theory

and a denser frequency sampling scheme are needed to exploit multiple LFM pulses

coherently.
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Applicability of waveguide Doppler processing

Waveguide Doppler [27–32] is more significant in certain circumstances. It

depends on the type of shallow water waveguide, the source spectrum and the

length of the source/receiver trajectory. When the bottom is hard, higher order

modes will be relatively stronger than those for soft bottom. Correspondingly,

the waveguide Doppler phenomenon will be more pronounced. Another factor

is the source spectrum. Because a waveguide Doppler field traces back to several

source frequencies, see Eq.(2.41), source spectrums (complex value) that vary more

with frequency are more sensitive to waveguide Doppler. Lastly, the replica field

for a moving source/receiver trajectory often is approximated with a static point

field computation. Due to long observation time, this fails when the synthetic

aperture exceeds several wavelengths during signal transmission and reception,

respectively [31]. Here, the disparity arises from a moving source with a source

spectrum consisting of concatenated LFM pulses. In this case, waveguide Doppler

modeling is needed.

In Fig. 2.7(a), the moving source simulation is similar to previous static

simulation except that the measured field is based on waveguide Doppler theory

while the replica field assumes uniform Doppler [2,13]. Under the uniform Doppler

assumption, the source spectrum is frequency shifted as if in free space, Eq. (2.53).

The resulting source spectrum S[ω
(vs)
s ] then is propagated through the normal mode

model, where all the modes are given the same Doppler shift for a given frequency.

ω(vs)
s = ωr

[

1− vs
c(zs)

]

. (2.53)

At a given receiver frequency, the waveguide Doppler field comprises several

contributing source frequencies due to mode-dependent Doppler, Eq. (2.41). When

uniform Doppler is assumed, the source spectrum gets decoupled from the Green’s

function since Doppler is mode-independent. Therefore, a uniform Doppler field

has only one contributing source frequency defined in Eq. (2.53). The mismatch

between the waveguide and the uniform Doppler field increases with increasing P .

This is because increasing P also increases the phase response slope of the source

spectrum, see Fig. 2.4(b). These translate to parameter estimation errors. This is
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observed in Fig. 2.7(a) (source depth zs and top sediment velocity c1). Generally,

the parameter estimation histograms degrade with increasing P .

If no source motion is incorporated in the replica field, the estimation his-

tograms will degrade even more (not shown here). When the replica is generated

using waveguide Doppler theory, Fig. 2.7(b), there is decreasing parameter uncer-

tainty for increasing P 6 16. Thereafter, the parameter estimation degrades due

to inadequate frequency sampling. In both cases, frequency sampling is done every

5 Hz for P 6 4 since the peaks are either not present or difficult to detect due to

noise [see Fig.(2.4)]. However, for P > 8, frequency sampling is done at every five

spectral peaks (peaks are slightly more than 1/Tr = 1 Hz apart due to Doppler).

Frequency Sampling

Ideally, all FFT frequencies in the LFM pulse band should be included in

the processing. Practically, frequency sampling can be done at a far wider interval

as long as there is no range aliasing lobes in the cost surface within the range

search space [57]. The frequency sampling interval also should sample adequately

the frequency-selective faded or interference-fringe received spectrum which con-

tains information on the shallow water multipath impulse response [58,59]. This

sampling criterion is approximately the inverse of the maximum multipath delay

spread [17].

A moving source adds complexity to the frequency sampling approach. Fig.

2.8(a) is a simulated noiseless received spectrum from a moving source with spec-

trum shown in Fig. 2.4 propagating through the waveguide Doppler model de-

scribed in Fig. 2.1 and Table 2.2. The 6 dB peak increments observed in the

source spectrum for each doubling of pulses, see Fig. 2.4, is less consistent in

the received spectrum in Fig. 2.8(a). For example, the 30 dB difference between

P = 1 and P = 32 peaks in Fig. 2.4 corresponds to 36 dB in Fig. 2.8(a). Prior

to modal summation, the spectrum for each mode is plotted in Fig. 2.8(b) to

show their different modal Doppler shifts. Contrary to the static case, the mode-

dependent Doppler in the complex-valued S[ω
(kn)
s ], as indicated in Fig. 2.8(b) and

Eq. (2.41), will impose a different inter-modal interference which may cause the
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Figure 2.7: Histograms of four-parameter inversions for the moving source / static
receiver case, SNR = −6 dB, and number of LFM pulses P with corresponding
synthetic aperture of [2.5, 5, 10, 20, 40, 80, 160] m for (a) Uniform Doppler, and
(b) Waveguide Doppler.
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peak increments to deviate from 6 dB per doubling of pulses.

Note that as P increases, the spectral main lobes becomes smaller. Con-

centrating the energy into a narrowband lobe such that it is not larger than the

Doppler spread, which is defined here as the Doppler difference between the most

and least significant modes, will cause the modes to influence separate frequency

bands. For P = 32, the peaks in Fig. 2.8(a) will have less influence of higher

order modes due to the different modal Doppler shifts and stronger lower order

modes [Fig. 2.8(b)]. Hence, sampling the spectral peaks will result in the loss of

information from higher order modes. This has two effects [60]. First, there will

be a loss of deeper bottom penetration as higher order modes have higher vertical

wavenumbers (higher grazing angles). Second, there will be a loss of bottom reso-

lution due to the loss of shorter vertical wavelength of higher order modes. These

give higher estimation uncertainty for the bottom parameters as P becomes large,

which is evident in Fig. 2.7(b) (see histograms for c1 and hsed for P > 16).

To correct this, it is necessary to sample multiple frequency points per

spectral lobe in order to include all the modes within the Doppler spread, which

in this case is ± 0.2 Hz. The results in Fig. 2.9 are obtained with this sampling

approach and the performance is as good as the static case in Fig. 2.6. To save

on computation, the replica field is evaluated only at the peak frequencies. The

fields for the surrounding frequencies are computed using the modal functions at

the peak frequencies and extrapolated wavenumbers via Taylor’s approximation

kn(ωr + δωr) ≈ kn(ωr) + δωr/urn, see Eq. (2.39).

2.4 Experimental Data Analysis

The SW06 experiment was carried out near the shelf break on the New

Jersey continental shelf from July to September 2006. A low SNR data set was

chosen with a constant radial velocity moving source and static receiver over a

range independent track, see Fig. 2.10. The acoustic data is from a 44.6 m

deep single receiver, Channel 8 of a vertical line array (VLA1). On JD238 2029

UTC (t = 0), 64 LFM pulse (100–900 Hz) transmissions were made from a 30
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m deep J-15 source towed by the R/V Knorr at 2.5 m/s between Waypoint 5

(WP5) and Waypoint 6 (WP6) towards VLA1. The LFM pulse width is 1 s

and is repeated every second. Correspondingly, the towed source displacement or

synthetic aperture is 2.5 m/s × 64 s = 160 m long. The R/V Knorr GPS range to

VLA1 was 1981 m. Based on the ship and VLA1 positions, the actual source to

VLA1 distance at t = 0 is estimated to be 2050–2100 m.

The power spectral density (PSD) of the received signal in Fig. 2.11 was

generated from 60 s data. The SNR of the received signal was estimated to be 0.4

dB. Noise only data at 2024 UTC was added to the signal plus noise data at 2029

UTC to lower the SNR to −6 dB.

The nearest conductivity-temperature-depth (CTD) measurement was at

1905 UTC and about 1 km southwest of Waypoint 6 (WP6). Due to the lack of

CTD measurements during this period and location, sound speed profile inversion

using empirical orthogonal functions [53,54,61] (EOFs) were based on sound speed

profiles (SSPs) derived from thermistors along the SHARK array, which have less
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depth resolution than the CTD measurements. On the other hand, the SHARK

array is located in the middle between the source and VLA1. It also measured the

temperatures every 30 s. To estimate the SSP, a constant salinity was assumed.

Fig. 2.12(a) shows the SHARK derived SSPs over four hours. The SSPs varied

between 10–70 m with the greatest velocity change at 40m. The water depth at

the SHARK array was 79 m. In Fig. 2.12(b), the mean SSP and EOFs are derived

from the SHARK SSPs.

Bottom reflection measurements and other analyses were done at the VLA1

site [53–56]. The bottom is characterized with a clay-rich sediment layer of lower

velocities that is estimated to be around 1630 m/s ± 20 m/s. The R reflector was

noted at 22 m ± 3 m based on vertical incidence chirp data.

2.4.1 Matched-field geoacoustic inversion

The inversion search bounds were set for the forward model depicted in Fig.

2.1 based on the background information at the experiment site. These are tab-

ulated in Table 2.3. In addition, sensitivity analysis shows that parameters could

be grouped into sensitive and insensitive sets. Sensitive parameters will usually

dominate the inversion algorithm giving poor estimation results for insensitive pa-

rameters. Sensitive parameters are source range, source, receiver and water depth,

source velocity, timing error and EOF1 and EOF2 coefficients. The matched field

inversion algorithm used here is based on a multi-step approach [56] where the first

step inversion inverted both sensitive and insensitive parameters and the second

step inversion refine the results by significantly reducing (by a factor of 5) the

search bounds of the sensitive parameters with the first step results. This gave

better convergence rate for the insensitive parameters. GA performed the mini-

mization of the cost function Eq. (2.48). The values of the GA parameters are as

follows: population size 512, selection 0.5, crossover 0.8, mutation 0.02, iterations

32 and parallel populations 12. The search bounds for the first six parameters in

Table 2.3 were set related to direct measurements, for example, GPS readings and

the source depth sensor. The search bounds for the water SSP EOFs coefficients

were determined from the distributions of the EOFs coefficients. The bounds for
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Figure 2.12: (a) SW06 SHARK interpolated sound speed profile from 1830–2229
UTC. Temperature sensor depths (×): 2, 4, 6, 7, 11, 13, 15, 18, 22, 26, 33, 41, 56,
71, 78 m. (b) Mean SSP and EOFs derived from SHARK SSPs.
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the last six bottom parameters in Table 2.3 were set based on empirical data [62]

and some SW06 related publications [53–56].

Pre-processing of the single receiver data include LFM pulse matched fil-

tering for coarse synchronization, data segmentation into various numbers of LFM

pulse concatenations and finally, the fast Fourier Transform (FFT) of each data

segment is carried out to obtain the measured field in the frequency domain. Fig.

2.13 shows the spectrum for P = [1, 4, 64] where the spectral peaks for the 4 and 64

LFM pulses spectra can be seen clearly. The peaks in Fig. 2.13 are in agreement

with the noise-free simulation in Fig. 2.8(a). Due to limited number of available

LFM pulses and the large 18-parameter search space, estimation histograms, such

as those simulated, cannot be replicated from the SW06 data. Only the P = 64

inversion results are shown here where the synthetic aperture length is 160 m long.

The receiver frequencies were indexed according to the spectral peaks. Because

1/Tr = 1 Hz, there are potentially 800 spectral peaks. For computational reasons,

the frequency sampling is approximately every 5 Hz from 100–700 Hz. For each

peak, frequency samples within ±0.2 Hz were included. The FFT resolution is

(TrP )
−1.

Table 2.3 tabulates the inversion results using the waveguide Doppler model

and the uniform Doppler model for 64 LFM pulses. For the waveguide Doppler
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Table 2.3: SW06 data inversion parameters search bounds and results for P = 64.

Lower Upper Waveguide Uniform

Model parameters bound bound Doppler Doppler

Src range, r0 (m) 2050 2100 2075 2064

Src depth, zs (m) 27 33 30.1 30.9

Rcv depth, z (m) 41 47 42.6 44.8

Timing error, ξ (msec) −5 5 −1.3 2

Src vel., vs (m/s) 2.3 2.8 2.55 2.53

Water depth, zw (m) 72 82 75.6 77.4

EOF1 coef. −50 50 30.1 5.9

EOF2 coef. −25 25 3.8 3.6

EOF3 coef. −10 10 1.2 0.6

EOF4 coef. −10 10 -2.0 −1.9

EOF5 coef. −10 10 6.1 7.5

EOF6 coef. −6 2.5 −1.7 −3.0

Sed. dens., ρsed (g/cm3) 1 2.5 2.01 1.73

Sed. attn., αsed (dB/λ) 0.001 3 1.1 2.3

Sed. top. vel., c1 (m/s) 1500 1700 1644 1549

Sed. vel. slope, s (1/s) −10 10 6.2 3.5

Sed. thickness, hsed (m) 10 40 22.8 22.2

Bot. vel., cb (m/s) 1700 1900 1795 1812

model results, the estimated sediment thickness, velocity and density are consistent

with other published results [53–56] at the MPL-VLA1 site. For example, these

inversion results range from 1600–1650 m/s for the top sediment velocity and 21–25

m for the sediment thickness [53–56]. However, the sediment profile is estimated

to have a positive gradient of about 6.2 m/s per m, while others [54–56] have

estimated or assumed straight and negative gradient profiles. The top sediment

velocity profile of the uniform Doppler model was not consistent and had a −100

m/s deviation when compared with other published results [53–56]. This also agree
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with the uniform Doppler simulation results where the sediment velocity profile is

negatively biased for increasing P , see Fig. 2.7(a) for c1 top sediment velocity.

Scatter plots can be used to compare sensitivities and estimation uncer-

tainties between the two inversions. Figs. 2.14 and 2.15 show the scatter plots,

for selected parameters, of the cost function values plotted for waveguide Doppler

and uniform Doppler evaluated in GA (P = 64). The scatter plots give informa-

tion about the real sensitivities of the parameters by observing the envelopes of

the scatter plots. A sharper minimum usually indicates lower estimation uncer-

tainty. The geometric parameters, such as source depth, show high sensitivities

since time/phase delay is important in signal correlation. The inversion is also sen-

sitive to source radial velocity and could only tolerate mismatches on the order of

0.1 m/s [3rd row of Fig. 2.14(a)]. Source velocity sensitivity increases with P and

synthetic aperture. Overall, the waveguide Doppler scatter plots indicate higher

sensitivities and hence lower estimation uncertainties than the uniform Doppler.

The waveguide Doppler scatter plots also show a lower minimum cost value indi-

cating that it is a better model than the uniform Doppler. These observations are

consistent with the simulation results.

Fig. 2.16 shows the estimated water column SSPs using the waveguide

Doppler and the uniform Doppler models. Because the SSPs are range dependent

in SW06 [53], the SHARK SSP measured at 2029 UTC is not a good substitute

for a range independent SSP and, it gave inconsistent estimation results and a

higher cost value. The EOFs have allowed the inversion to optimize the best

range-independent SSP which is also the one using the waveguide Doppler model.

2.5 Conclusions

This chapter presented a single-receiver, broadband, frequency-coherent

matched-field inversion approach that exploits coherently repeated transmissions

at low SNR for a moving source and receiver. The long observation time creates a

synthetic aperture due to relative source-receiver motion. The source transmission
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Figure 2.14: SW06 64 s data inversion scatter plots for [zs, zw, vs, hsed] and P = 64
with a synthetic aperture of 160 m for (a) waveguide Doppler model and (b)
uniform Doppler model. The vertical dashed line shows the final inversion results
with SNR ≈ −6 dB.

consisted of multiple LFM pulses with a spectrum that approaches a multi-tonal

comb with increasing Doppler sensitivity as the number of pulses increase. As a

result, this requires incorporating waveguide Doppler in normal mode theory and

increased frequency sampling around the spectral peaks.
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Figure 2.15: SW06 64 s data inversion scatter plots for [ρsed, c1, s, cbot] and P = 64
with a synthetic aperture of 160 m for (a) waveguide Doppler model and (b)
uniform Doppler model. The vertical dashed line shows the final inversion results
with SNR ≈ −6 dB.

The waveguide Doppler inversion approach was demonstrated with low SNR

data from the Shallow Water 2006 experiment with a moving source and static

receiver configuration and 100–900 Hz LFM pulse transmissions. The inversion
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Figure 2.16: SSP inversion results using SW06 experimental data and P = 64
with waveguide Doppler and uniform Doppler models.

results agreed well with published results from the same site. On the other hand,

the uniform Doppler model resulted in a sediment profile with a –100 m/s deviation,

higher cost function value and less sensitive scatter plots.

Acknowledgments

This work was supported by the Office of Naval Research Grant No. N00014-

11-0320 and the DSO National Laboratories of Singapore. The authors thank

William Kuperman and Hee Chun Song for insightful discussions on Doppler in

a shallow water waveguide, and Dave Ensberg for his help with the SW06 data.

Chapter 2, in portion, is a reprint of material in the Journal of Acoustical Soci-

ety of America as: B.A. Tan, P. Gerstoft, C. Yardim, W. Hodgkiss, “Broadband

synthetic aperture geoacoustic inversion”, J. Acoust. Soc. Am., 134(1), 312–322,

2013. The dissertation author was the primary investigator and author of this

paper.



Chapter 3

Recursive Bayesian synthetic

aperture geoacoustic inversion in

the presence of motion dynamics

3.1 Introduction

In Chapter 2, a single source and receiver, broadband, frequency coherent

matched field inversion procedure was proposed [26]. It exploits coherently re-

peated transmissions to improve estimation of the geoacoustic parameters in low

SNR conditions. The long observation time improves the SNR and creates a syn-

thetic aperture due to relative source-receiver horizontal motion. However, due

to the temporal extent of the data observation, source/receiver motion has to be

taken in account using waveguide Doppler theory where each horizontal wavenum-

ber or mode undergoes a different Doppler shift [26,29,30]. Though successful, the

approach is limited to constant source/receiver radial velocities. Therefore, the

assumptions are violated in the region near the closest point of approach (CPA) or

when the radial velocities change. This chapter improves the broadband synthetic

aperture geoacoustic inversion approach for cases where the radial velocity of the

source/receiver changes. This is done through pulse-by-pulse coherent processing

which in turn allows different source/receiver velocities.

45
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Furthermore, processing a train of pulses all-at-once does not take advan-

tage of the natural incremental acquisition of new data along with the ability to

assess the temporal evolution of parameter uncertainty. Here, an equivalent pulse-

by-pulse coherent processing approach using Bayesian updating is developed. With

the Bayesian formulation, the estimated posterior distribution provides quantita-

tive uncertainty analysis [35]. It also may be used to infer uncertainties in another

usage domain (e.g. transmission loss [3]). This recursive Bayesian approach al-

lows new data to be added incrementally without having to wait for all data to be

present before processing can take place [36]. At present, most single source and

receiver methods [5,8–16,18,19,26], except [37], do not use the Bayesian approach

for uncertainty analysis.

The improved method is well suited for rapid environment assessment us-

ing a accelerated source and/or receiver as depicted in Fig. 3.1. The source or

receiver may be towed horizontally by a ship or an autonomous underwater ve-

hicle (AUV). Alternatively, a battery powered acoustic source may be dropped

onto the ocean bottom to aid AUV-based geoacoustic inversion [21]. AUV-based

inversions recently have been gaining research interest due to their operational

attractiveness [22–25].

The theory of waveguide Doppler and modal propagation is reviewed briefly

in Section 3.2, followed by the formulation of the inversion problem. Simulation

results are presented in Section 3.3. Section 3.4 presents results from the analysis

of low SNR, 100–900 Hz LFM data from the Shallow Water 2006 experiment.

3.2 Theory

An overview of the recursive Bayesian approach is illustrated in Fig. 3.2. At

the lth measurement yl, the likelihood p(yl|m) of the lth measurement conditioned

on any particular set of model parameters m is computed (Sect. 3.2.2). This

means computing the difference between the measured field yl and the replica

(modeled) field. Taking into the account of source/receiver motion, the replica

field is generated using the waveguide Doppler model in Sect. 3.2.1.
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Figure 3.1: Horizontally stratified ocean with a horizontally moving source and
receiver. The source is moving at initial velocity vs1 and bearing ϕs1, while the
receiver is moving at initial velocity vr1 and bearing ϕr1. The range origin is the
source position at time zero when the source begins transmitting.

The recursive Bayesian estimation approach is derived in Sect. 3.2.3. The

general idea is to propagate the past posterior probability density p(m|y1:l−1) as

the prior information to improve the current posterior probability density p(m|y1:l)

with the current likelihood p(yl|m) via Bayes’ rule. The posterior density is repre-

sented with a set of samples of m and weights that are updated recursively as new

measurements become available. However, as the posterior density evolves with

the measurements, the importance density sampling the posterior density needs

to adapt correspondingly where samples are added to the high probability regions

of the posterior density. Sects. 3.2.4 and 2.2.3 address the implementation of the

recursive Bayesian estimation approach using adaptive importance sampling (AIS)

of the time-evolving posterior density.

The assumptions for the forward model and inversion approach are listed

in Table 3.1.
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… …

Figure 3.2: Recursive Bayesian approach. The lth measurement is yl and m is
the vector of model parameters. For illustration purpose, m is depicted here as a
scalar. The posterior density p(m|y1:l) is represented with a set of samples of m
and weights. The importance density changes by introducing new samples from
other densities as the posterior density evolves.

3.2.1 Waveguide Doppler theory model for acceleration

dynamics

In a waveguide, the impact of Doppler is complicated due to multipath.

Discussions of waveguide Doppler include Refs. [27–32]. In this chapter, waveg-

uide Doppler due to source/receiver motion on a signal propagating in a range-

independent waveguide is adapted from Schmidt and Kuperman [29,30]. Each

horizontal wavenumber or mode undergoes a different Doppler shift. The scenario

considered is depicted in Fig. 3.1. Based on constant source and receiver velocities

and depth constraints, and a positive-exponent Fourier transform convention, the

waveguide Doppler shifted field via a normal mode representation is [26]:

ψ(r, zr, ωr) ≈
ie−iπ

4√
8πρ(zs)

∑

n

S[ω(kn)
s ]

×Ψn(zr;ωr)Ψn(zs;ωr)
eiknr0√
knr0

(3.1)
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receiver range and radial velocity curves near CPA. Here, the change in source
radial velocity in the dotted box approximately is linear with time corresponding
to a constant acceleration.

where

ω(kn)
s = ωr − kn(vs − vr), (3.2)

kn ≈ krn
(1− vr

urn
)
, (3.3)

S(ωs) =
L
∑

l=1

exp[iωs(l − 1)Tr]Sc(ωs). (3.4)

r0 is the source-receiver separation at t = 0. vs, vr, zs and zr are the radial source

and receiver velocities and depths, respectively. ρ(zs) is the water density. kn and

Ψn are the modal wavenumbers and modal functions evaluated at propagation

frequencies ω. For numerical efficiency, constructing the field in Eq. (3.1) is
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facilitated by some approximations to the propagation modal wavenumbers and

functions that are computed instead at the receiver frequency ωr [see Eqs. (3.1)

and (3.3)]. ω
(kn)
s is the mode-dependent source frequency mapping function used

to construct the field at ωr. urn = dωr

dkn(ωr)
is the nth modal group velocity and

krn = kn(ωr) is the nth modal wavenumber, both evaluated at ωr. S(ωs) is the

source spectrum of L pulses representing the amplitude and phase of the moving

point source. Tr is the pulse repetition interval (PRI) and Sc(ωs) is the spectrum

of the common or repeated source transmission.

When the source traverses past the receiver, the radial velocity vs changes

even though the source velocity vs is constant (see Fig. 3.3). As shown later in

Sec. 3.3, acceleration needs to be modeled in order to perform a meaningful in-

version near the CPA. However, modeling acceleration is non-trivial as it results

in time-dependence in the modal wavenumbers and modal functions [63]. As an

approximation to a constant acceleration, a practical approach is to assume mul-

tiple short duration transmissions, e.g. multiple pulses as in Eq. (3.4), where the

source/receiver radial velocities are assumed piecewise constant for the lth pulse

but linearly changing from pulse to pulse. Therefore, the field can be generated for

each pulse and coherently combined for L pulses to form the received spectrum.

Substituting Eqs. (3.4) and (3.2) into Eq. (3.1) and introducing pulse number

dependent radial velocities, the replica field may be represented as a sum of L

fields ψl(r, zr, ωr) such that

ψ(r, zr, ωr) =
L
∑

l=1

ψl(r, zr, ωr) (3.5)

where

ψl(r, zr, ωr) =
ie−iπ

4√
8πρ(zs)

exp[iωr(l − 1)Tr]
∑

n

Sc[ω
(kn,l)
s ]

×Ψn(zr;ωr)Ψn(zs;ωr)
eiknlr0l

√
knlr0l

(3.6)

ω(knl)
s = ωr − knl(vsl − vrl), (3.7)

knl ≈
krn

(1− vrl
urn

)
, (3.8)
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vsl = vs1 + (l − 1)Tras, (3.9)

vrl = vr1 + (l − 1)Trar, (3.10)

and

r0l =







r0, if l = 1,

r0 +
∑l−1

j=1 Tr(vrj − vsj), if l = 2, . . . , L.
(3.11)

Each pulse is propagated in the forward model with its corresponding values

of vsl and vrl then coherently combined in Eq. (3.5). Note that all L pressure fields

still are referenced to t = 0. In Eq. (3.8), the horizontal wavenumber knl depends

on mode n and pulse number l. Hence, there also are mode and pulse number

dependent frequency mappings when tracing back to ωs in order to construct the

field at ωr, see Eq. (3.7). As an approximation to a constant acceleration, the

source/receiver radial velocities vsl and vrl [Eqs. (3.9) and (3.10)] are modeled to

be piecewise constant for the lth pulse but linearly changing from pulse to pulse.

as and ar are the source and receiver radial accelerations, respectively.

3.2.2 Likelihood functions

The broadband data model for frequency-coherent match-field based geoa-

coustic inversion can be expressed as L measurement vectors,

yl = αE(ξ)dl(m) + gl = αbl(ξ,m) + gl (3.12)

where yl = [yl(ωr1) . . . yl(ωrJ)]
T is the K-point fast Fourier transform (FFT) of

the observed time series capturing the lth pulse for J discrete frequencies. Note

the lth pulse Fourier transforms are synchronized to the first pulse transmission

time (t = 0) so that only one timing error ξ between the source and receiver clocks

needs to be resolved. E(ξ) is a diagonal matrix for correcting the timing error,

E(ξ) = diag[eiωr1ξ . . . eiωrJξ]. m is the subset of forward model parameters that are

being estimated (see Fig. 3.1). α is a scale factor representing the unknown source

level. To introduce source/receiver motion or waveguide Doppler, the correspond-

ing replica field dl(m) = [ψl(ωr1,m) . . . ψl(ωrJ ,m)]T is generated using Eq. (3.6)

with vector m. It is assumed the model parameters m, α and ξ do not change
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between measurements and thus the joint likelihood function will sharpen as L

increases.

The distribution of the error vector gl = [gl(ωr1) . . . gl(ωrJ)]
T defines the

likelihood function. It is assumed that gl for l = 1, . . . , L are independent and

identically distributed (i.i.d.) across L measurements. Error consists of both am-

bient noise and modeling errors. For low SNR processing, the colored ambient

noise will be considered the dominant source of error. The frequency-dependent

noise is modeled as a wide sense stationary noise u[n] with power spectral density

Puu(ωr). Puu(ωr) is estimated from noise only data prior to the pulse transmissions.

Taking a K-point FFT of u[n], let the lth error vector gl be the FFT

of u[n] evaluated at frequencies [ ωr1 . . . ωrJ ] with J 6 K. We will define the

frequency domain noise gl as complex Gaussian with mean E[gl] = 0 for ωr 6= 0

and autocovariance [51]

Cg = E[glg
H
l ] = γdiag[Puu(ωr1) . . . Puu(ωrJ)], (3.13)

where γ is a scale factor for scaling the noise spectrum in the data inversions.

Thus, it is assumed that the error vector gl ∼ CN (0,Cg). Factoring Cg = γC̃g

with C̃g = diag[Puu(ωr1) . . . Puu(ωrJ)], the joint likelihood function of the L mea-

surements can be expressed as (based on i.i.d. measurements)

L(m̃) = p(y1:L|m̃) =
L
∏

l=1

p(yl|m̃) =
L
∏

l=1

1

(πγ)J |C̃g|
×

exp
{

− [yl − αbl(ξ,m)]HC̃−1
g [yl − αbl(ξ,m)] / γ

}

(3.14)

where supervector y1:L = [yT
1 , . . . ,y

T
L ]

T and m̃ = [mT, γ, α, ξ]T. To simplify the

notation, m is now redefined to also include γ, α and ξ. For this empirical Bayesian

estimation problem, α and γ are estimated jointly with the model parameters [3],

instead of incorporating their maximum likelihood estimates (MLE) as in [26].

3.2.3 Recursive Bayesian estimation

In low SNR conditions, long time integration is necessary for acceptable

parameter estimation uncertainty. The time-dependent source-receiver range can
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be recast into a set of initial value and constant parameters. This reformulation

includes initial value parameter such as initial source range r0 at (t = 0) [Eq.

(3.11)], initial velocities vs1 and vr1 and constant accelerations as and ar [Eqs. (3.9)

and (3.10)] for use with the waveguide Doppler model [Eqs. (3.5) and (3.6)]. Thus,

the need to track [64,65] the time-dependent source-receiver range is circumvented

and the measurements accumulate and improve the likelihood/posterior densities.

It is assumed that other model parameters, such as the seafloor properties, do not

change for the L measurements.

Recursive Bayesian estimation approach is inspired by recursive Bayesian

online learning and particle filter theories [36,66–69]. With initial prior knowledge

of the parameters p(m) and Bayes’ rule, the joint posterior probability density

function (PPD) of the model parameters for l pulse measurements is [36]

p(m|y1:l) =
p(y1:l|m)p(m)

p(y1:l)
(3.15)

=
p(y1:l|m̃)p(m̃)

∫

p(y1:l|m̃)p(m̃)dm̃

=
p(yl|m̃)p(y1:l−1|m̃)p(m̃)

∫

p(yl|m̃)p(y1:l−1|m̃)p(m̃)dm̃

=
p(yl|m̃)p(m̃|y1:l−1)p(y1:l−1)

∫

p(yl|m̃)p(m̃|y1:l−1)p(y1:l−1)dm̃

=
p(yl|m)p(m|y1:l−1)

∫

p(yl|m)p(m|y1:l−1)dm
. (3.16)

Eq. (3.16) shows that the joint posterior density conditioned on l measurements

can be updated recursively from the lth likelihood and the joint posterior density

of the l − 1 measurements. Thus Bayesian updating of p(m|y1:l) can be done

all at once [Eq.(3.15)] or recursively over time [Eq.(3.16)]. In addition, assuming

constant geoacoustic model parameters for all l, no model mismatch error and no

bias error between the replica and measured fields, the variance of the maximum

a posteriori (MAP) parameter estimate,

var[m̂
(L)
MAP ] < var[m̂

(L−1)
MAP ] < . . . < var[m̂

(1)
MAP ] (3.17)

where

m̂
(L)
MAP = argmax

m

p(m|y1:L) = argmax
m

p(m)
L
∏

l=1

p(yl|m) (3.18)
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Ideally, the posterior density converges to a Dirac delta function centered at the

true parameter value as L approaches infinity [36]. Practically, it is difficult to

attain the true parameter value as there will be some model mismatch error or

bias in the estimator. In addition, only a limited number of measurements can

be processed before time-dependent variations in the model parameters and model

mismatch errors become significant.

3.2.4 Recursive Monte Carlo integration and importance

sampling

The posterior density p(m|y1:l) is used to compute metrics of interest such

as the MAP estimates, posterior means, variances and marginal PPDs of the model

parameter mi [35,52](see Eqs. 3.18, 3.19–3.22). A way of generating these metrics

is Monte Carlo integration and importance sampling [70–73]. Compared to Markov

Chain Monte Carlo methods which sequentially sample the posterior density, the

primary appeal of importance sampling is the ability to carry out large-scale sam-

pling of the posterior density in parallel. These metrics also can be updated as

new data is made available [see Eqs. (3.27)–(3.29)].

µi =

∫

mi p(m|y1:l) dm (3.19)

σ2
i =

∫

(mi − µi)
2 p(m|y1:l) dm (3.20)

p(mi|y1:l) =

∫

δ(mi
′ −mi) p(m

′|y1:l) dm
′ (3.21)

p(mi,mj|y1:l) =

∫

δ(mi
′ −mi)δ(mj

′ −mj)

× p(m′|y1:l) dm
′ (3.22)

For a parameter of interest such as the water column sound speed profile (SSP),

cw, that is inferred from the inversion and is a function of empirical orthogonal

functions (EOFs) and coefficients [26,53,54,61], cw = C(m), the probability distri-

bution of cw is [3,35]

p(cw|y1:l) =

∫

δ[cw − C(m)]p(m|y1:l) dm. (3.23)
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As shown later in Sect. 3.4.1, Eq. (3.23) is used to plot the SSP estimation

uncertainty in Figs. 3.12–3.14. Using the Monte Carlo integration method [70–

73], these integrals are of the form,

∫

h(m)p(m|y1:l) dm = E[h(m)] ≈ 1

Q

Q
∑

q=1

h(mq), (3.24)

where the samples {mq, q = 1, . . . , Q} are drawn from the distribution p(m|y1:l).

Drawing samples from p(m|y1:l) is difficult as it usually is a non-standard and high

dimensional probability density function (PDF) [71,72]. Alternatively, a standard

or importance density x(m) may be used to generate the samples. This is known

as importance sampling [70–72]. Therefore,

∫

h(m)p(m|y1:l) dm ≈
∑Q

q=1 h(m
q)w̃q

l
∑Q

j=1 w̃
j
l

(3.25)

where

w̃q
l =

p(y1:l|mq)p(mq)

x(mq)
(3.26)

are the unnormalized weights and they correct under– and over–represented sam-

ples drawn from x(m) instead of p(m|y1:l). However, Eqs. (3.25) and (3.26) are

non-recursive. As new data is made available, the weights may be computed re-

cursively as [66–68]

w̃q
l = p(yl|mq)w̃q

l−1. (3.27)

Let normalized weights be wq
l = w̃q

l /
∑j=Q

j=1 w̃
j
l . Eq.(3.25) becomes

∫

h(m)p(m|y1:l) dm ≈
Q
∑

q=1

h(mq)wq
l . (3.28)

Eqs. (3.27) and (3.28) are recognized as an implementation of Eq. (3.16). The

PPD can be approximated by [66,67]

p(m|y1:l) ≈
Q
∑

q=1

δ(m−mq)wq
l , (3.29)

and it approaches the true PPD as Q → ∞. For comparison, see Eqs. 3.21 and

3.22.



56

3.2.5 Adaptive importance sampling

The PPDs, p(m|y1:l), evolve with each new pulse. Thus the importance

density is a function of l and should adapt correspondingly to sample the evolving

PPDs effectively. One solution is to employ a Gaussian mixture for the importance

density. Let the importance density be given by [74,75]

x(m; l) =
l
∑

n=0

βnxn(m), (3.30)

where the mixture coefficients βn = Qn/Q, Qn is the number of samples generated

from the nth Gaussian density xn(m) and Q =
∑l

n=0Qn, and thus
∑l

n=0 βn = 1.

Conventionally, Gaussian mixtures are used in adaptive importance sam-

pling (AIS) to match the arbitrary and non-evolving PPD (in Bayesian applica-

tions) [74,75]. The mixture coefficients, means and covariance matrices of xn(m)

are adaptively improved based on the previous Monte Carlo draws that sample the

same PPD. In addition, the number of densities in the mixture remains constant.

However, adapting the mixture coefficients βn, means and variances of xn(m) is

computationally demanding for each pulse measurement in the application dis-

cussed here. This is because each adaptive iteration requires hundreds or more

forward model evaluations and many iterations are needed for the AIS density to

converge to the current posterior density.

A simple alternative use of the Gaussian mixture that directly uses the

posterior information is proposed here. The main difference between previous AIS

implementations [74,75] and our proposed AIS is that the importance density here

(Figs. 3.4 and 3.7) iteratively adapts as the PPD p(m|y1:l) changes with l. The

pseudo code for recursive Bayesian estimation using AIS is provided in Table 3.2.

There are l+1 mixture components for a PPD conditioned on l measurements (see

Eq. 3.30 and Fig. 3.4).

The initial density x0(m) is used in a preliminary exploration of p(m|y1).

x0(m) is chosen to be a Gaussian density N ((su + sl)/2, diag[(su − sl)/2]
2), where

su and sl are upper and lower boundaries of the parameter search space. Using

importance samples drawn from x0(m)and the first pulse measurement, m̂
(1)
MAP and

the covariance matrix C1 of m can be approximated (see Eqs. (3.18), (3.19) and
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Figure 3.4: Importance density evolution with l.

(3.31)). While retaining the old importance samples for a new pulse, an additional

set of importance samples is included using the density x1(m) = N (m̂
(1)
MAP ,C1).

Then, using
∑1

j=0Qj importance samples from x0(m) and x1(m), m̂
(1)
MAP and C1

can be updated.

It is important to note that both m̂
(l)
MAP and Cl first are approximated from

the PPD p(m|y1:l) using the previous
∑l−1

j=0Qj importance samples and the current

pulse measurement embedded in the updated weights wq
l . Subsequently, impor-

tance samples are drawn from N (m̂
(l)
MAP ,Cl) to sample the PPD p(m|y1:l) more

effectively. Then, using past and present importance samples
∑l

j=0Qj, m̂
(l)
MAP and

Cl can be updated. Cl is computed from (see Eqs. (3.18) – (3.19)) [71,73]

Cl ≈
Q
∑

q=1

(mq)(mq)Twq
l − µlµ

T
l . (3.31)

The importance density now is dependent on l. The weight corrections

(Eq. 3.26) should be applied after the weight recursion but before the weight

normalization. Let un-corrected and un-normalized weights be redefined as ŵq
l =

p(y1:l|mq)p(mq) and the new recursion be ŵq
l = p(yl|mq)ŵq

l−1. The weights then

are corrected by w̃q
l = ŵq

l /x(m
q; l) before normalization. Importance sampling

potentially can have numerical stability issues in the weight correction w̃q
l =
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ŵq
l /x(m

q; l) if x(mq; l) is very small. Retaining the older densities in the mix-

ture has the desirable effect of increasing the tails of the overall density while

maintaining the main mass of samples in the high PPD region. [71,72]

The overall effect of this cumulative update of m̂
(l)
MAP and Cl, and accumu-

lation of Gaussian densities is an AIS process. The last Gaussian density added

will have a covariance that is an estimate of the covariance of the current PPD.

3.3 Recursive Bayesian Simulation

This section will demonstrate the recursive Bayesian estimation approach

that coherently processes the data pulse-by-pulse and incrementally updates es-

timates of parameter uncertainty. It also approximates source/receiver radial ac-

celeration by assuming piecewise constant but linearly changing source/receiver

radial velocities. When source/receiver acceleration exists, it is demonstrated that

modeling acceleration [Eqs. (3.5)–(3.11)] can further reduce the parameter esti-

mation biases and uncertainties. The ocean model is illustrated in Fig. 3.1 and

model parameters are tabulated in Table 3.3. Based on the theory presented in

Sect. 2.2.1, this simulation models a constant velocity moving source that is slow-

ing down radially with respect to the static receiver for L = [1, . . . , 64] pulses (see

Fig. 3.3). The range-independent geoacoustic parameters were based on previous

SW06 inversion results [26,53–56]. The source emits 100–900 Hz LFM pulses with

1 s pulse width and PRI. Thus, vs64 = 1.52 m/s. [see Eq. (3.9)]. The noise,

Eq.(3.13), was generated to be similar to the measured power spectrum of SW06

ambient noise data. The frequency sampling is 5 Hz starting from 100 Hz–700 Hz.

KRAKEN is used to compute the modes and wavenumbers [46].

The sediment parameters (ρsed, c1, s, and αsed) are estimated using the

recursive Bayesian estimation procedure in Sect. 3.2.4, while the rest of the model

parameters are assumed known. The parameter search space is kept small so that

exhaustive-search based on 244 samples (instead of random importance samples)

can be used to plot the true PPDs. Source acceleration is modeled in the replica

field using Eq. (3.9). We first show that the method does indeed reduce the
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parameter uncertainty as L increases. Using Eqs. (3.21), (3.22), (3.27) and (3.28),

Fig. 3.5 shows both 1-D (along the diagonal) and 2-D (off-diagonal) marginal

PPDs. In the 2-D PPDs, the densities are contoured according to their percentage

highest posterior density (HPD) regions [35,52]. This percentage HPD is also equal

to percentage of the total probability. The PPDs of the model parameters are not

Gaussian. This is due to the non-linear relationship between the acoustic field and

the geoacoustic parameters. Comparing the posterior densities in Figs. 3.5(a) and

3.5(b), the reduction in the HPD regions indicates that there is much improvement.

The 2-D PPDs also provide information about the correlation between any two

parameters.
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Table 3.1: Assumptions for the forward model and inversion approach.

Waveguide Doppler model (see [26] and Sect. 2.2.1)

• Range independent environment

• Known source spectrum

• v
c
≪ 1, source/receiver speed v is much less than the acoustic wave propaga-

tion speed c

• vsl and vrl are constant and horizontal

• Source-receiver displacement (due to motion) is much less than the source-

receiver separation. Therefore, the radial velocities are approximately con-

stant vrl = |vrl| cosϕrl, vsl = |vsl| cosϕsl

• Ψ(z;ω) ≈ Ψ(z;ωr) ≈ Ψ(z;ωs)

• Cutoffs or additions of modes due to Doppler shifts are neglected

• knl ≈ krn
(1−

vrl

urn
)
≈ ksn

(1−
vsl

usn
)
where knl is approximated through Taylor’s first

order expansion

• Source/receiver acceleration is constant and much smaller than

source/receiver speed

Recursive Bayesian inversion (see Sects. 3.2.2 and 3.2.3)

• Initial prior knowledge of the parameters

• Underlying model parameters are constant for all measurements
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Table 3.2: Pseudo code for recursive Bayesian estimation using adaptive impor-
tance sampling.

Initial exploration of PPD p(m|y1)

Draw Q0 samples {m1 . . .mQ0} from density

x0(m) ∼ N ((su + sl)/2, diag[(su − sl)/2]
2)

Initialize weights ŵq
0 = p(mq)

Recursive Bayesian Estimation

for l = 1 to L

Using current lth measurement yl and the past importance samples

Q =
∑l−1

j=0Qj:

Update weights ŵq
l = p(yl|mq)ŵq

l−1

Correct weights w̃q
l = ŵq

l /x(m
q; l − 1)

Normalize weights wq
l = w̃q

l /
∑j=Q

j=1 w̃
j
l

Using the (l − 1)th importance density x(m; l − 1)

Approx. MAP estimate m̂
(l)
MAP Eq. (3.18)

Approx. PPD Covariance Cl Eqs. (3.19, 3.31)

Draw Ql importance samples from density xl(m) ∼ N (m̂
(l)
MAP ,Cl).

For the new Ql importance samples:

Compute weights ŵq
l = p(mq)

∏l

j=1 p(yj|mq)

For all importance samples Q =
∑l

j=0Qj:

Correct weights w̃q
l = ŵq

l /x(m
q; l)

Normalize weights wq
l = w̃q

l /
∑j=Q

j=1 w̃
j
l

Bayesian statistical estimation for y1:l

Finalize MAP estimate m̂
(l)
MAP Eq. (3.18)

Finalize Covariance PPD Cl Eqs. (3.19, 3.31)

Compute PPD estimate Eqs. (3.21, 3.22, 3.29)

Compute Bayesian inference Eqs.(3.23, 3.29)

endfor
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Table 3.3: Baseline model parameters.

Simulation model parameters value

Source range at t = 0, r0 (m) 600

Source depth, zs1 (m) 30

Receiver depth, zr1 (m) 45

Source initial radial velocity, vs1 (m/s) 1.9

Receiver initial radial velocity, vr1 (m/s) 0

Source radial acceleration, as (mm/s2) −6

Receiver radial acceleration, ar (mm/s2) 0

Water depth, zw (m) 78

Sediment depth, hsed (m) 22

Sediment density, ρsed (g/cm3) 1.8

Sediment attenuation., αsed (dB/λ) 0.2

Sediment top velocity, c1 (m/s) 1640

Sediment velocity slope, s (1/s) 0

Bottom density, ρbot (g/cm
3) 2.2

Bottom attenuation., αbot (dB/λ) 0.2

Bottom velocity, cb (m/s) 1740
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Figure 3.7: AIS importance distribution x(m;L) marginalized onto αsed for L =
[1, 32, 64].

Recursive Bayesian estimation is repeated with no source acceleration mod-

eled (as = 0 in Eq. (3.9)) in the replica field while the measured field contains

as = −0.006 m/s. As the number of pulse measurements increases, the replica-

to-measured field mismatch increases and the MAP and PPD estimation results

deteriorate and deviate from the baseline values [see Fig. 3.6(a)]. This is due to the

replica field not modeling pulse-number (l) dependent radial velocity changes. In

addition, the importance sampling utilized in this recursive Bayesian formulation

also will have difficulty sampling the high probability regions of parameter space

since there is a range of possible radial velocities to match. As a result, the MAP

estimates and 1-D marginal PPD plots in Fig. 3.6(a) were adversely affected and

provided little or biased information about the geoacoustic properties.

On the other hand, if source acceleration is modeled in the replica field, the

joint PPD of the model parameters will evolve and be more informative (peaky)

as the number of pulse measurements increases, Eq. (3.16). Equivalently, this is

observed in Fig. 3.6(b) in the evolution of the 1-D marginal PPDs with increasing

number of pulse measurements.

Figs. 3.5(b) and 3.6(b) are repeated using the AIS approach starting with

only 3000 samples that eventually grows to 18120 samples [see Figs. 3.5(c) and

3.6(c)]. Comparing Figs. 3.5(b) and (c), and 3.6(b) and (c), the AIS PPDs look

similar to the true PPDs and they gradually will converge to the true PPD as more

AIS samples are added. This has demonstrated that AIS is effective in estimating

the PPD using 15 times less importance samples than the number used for the
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Figure 3.8: Likelihood function p(y1:64|mi) while fixing the remaining model
parameters to the baseline value (see Table 3.3) for moving/static source-receiver
configurations.

exhaustive sampling method. Fig. 3.7 shows how the AIS importance distribution

x(m;L) adaptively changes with L to follow the evolving PPD.

These simulations have demonstrated the reduction of biases and uncer-

tainty of parameter estimates as L increases. There are two contributions to this

improvement. One is the coherent gain from processing multiple pulses. The other

is the spatial gain when the source moves towards the receiver. A way to check the

incremental contribution due to spatial gain is to carry out a parameter sensitivity

analysis comparing static and moving source–receiver configurations for 64 pulses

(see Fig. 3.8). As the synthetic aperture created in this simulation is short (109

m), the synthetic aperture/spatial gain is not significant compared to the gain

from processing multiple pulses.

3.4 Experimental Data Analysis

The SW06 experiment was carried out near the shelf break on the New

Jersey continental shelf from July to September 2006. The sequence of transmission

in [26] do not have enough acceleration to demonstrate the effects of modeling
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motion dynamics. Hence, a new sequence that is closer to the CPA was selected for

analysis. The data set has a linearly changing radial velocity moving source and a

static receiver over a range-independent track, see Figs. 3.9 and 3.10. The acoustic

data were recorded on JD238 2040 coordinated universal time (UTC) (t = 0) from

a 44.6 m deep single receiver (Channel 8) of a vertical line array (VLA1). The data

set consisted of 64 LFM pulse (100–900 Hz) transmissions from a 29.5 m deep J–15

source towed by the R/V Knorr at an initial radial velocity of 1.6 m/s and radial

acceleration of −0.006 m/s2. The LFM pulse width was 1 s and was repeated every

second. The initial R/V Knorr Global Positioning System (GPS) range to VLA1

was 525 m with a CPA distance of 410 m and the source is known to be trailing

115 m behind the ship’s GPS mast. Based on the ship and VLA1 positions, the

actual source to VLA1 distance at t = 0 is estimated to be 603 m. In addition, by

factoring in that the source is trailing 115 m behind the GPS antenna, the actual

radial velocity between source and VLA1 is 1.9 m/s. Correspondingly, the towed

source displacement with respect to VLA1 or synthetic aperture is [1.9 m/s − 64

s/2 × (0.006 m/s2 )]× 64 s = 109 m long.

The water depths measured at the source and receiver were 78 and 79 m,

respectively. Water column SSPs are important and considered sensitive parame-

ters in geoacoustic inversion. In the simulation, the SSP was assumed known to

simplify and compute the true PPD. The true PPD confirms empirically that AIS

in the inversion adequately samples the PPD (see Fig. 3.5). In the SW06 experi-

mental data, the measured SSP is known to be range dependent and is not a good

substitute for an averaged range independent SSP. In addition, due to the lack

of conductivity, temperature and depth (CTD) measurements during this period

and location, sound speed profile inversion was included using empirical orthogo-

nal functions [53,54,61] (EOFs) based on SSPs derived from thermistors along the

SHARK array (see Fig. 3.9) [26].

3.4.1 Data preprocessing and inversion results

Pre-processing of the single receiver data for all L pulses includes LFM pulse

matched filtering for coarse synchronization. The data then are sliced according
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Figure 3.11: LFM pulse matched filtering for coarse synchronization.

to the synchronization and FFT’d to obtain the measured field yl for each pulse

in the frequency domain (see Fig. 3.11). The matched filter output are not used

in the inversion itself. Finally, the frequency domain data are phase-adjusted

according to the synchronization times such that coherent combination will follow

Eq. (3.5). This makes the timing reference the same for all frequency domain

data. For computational reasons, the frequency sampling interval is 5 Hz from

100 Hz to 700 Hz. As explained in [26] and in Section 2.2.1, the advantage

of the waveguide Doppler model is that the forward model is computed on the

receiver frequencies. To construct the replica field for a receiver frequency, the

forward model has to trace backwards to multiple source frequencies due to mode-

dependent Doppler shifts. This is done analytically using the backward frequency

mapping in Eq. (3.7). The forward and backward mapping relationships between

the source, propagation and receiver frequencies are provided in Table 3.4. [26]

The lower and upper bounds for the model parameters priors were set for

the forward model depicted in Fig. 3.1 based on the background information at

the experiment site [26,37,53–56], see Table 3.5. Importance samples are drawn

from Gaussian mixtures and uniform priors are assumed. The 18-parameter re-

cursive Bayesian inversion was done for L = [1, . . . , 64] using an initial 240,000
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Table 3.4: Mapping relationships for the source, propagation and receiver
frequencies.

Source Propagation Receiver

ω
(knl)
s = ωr − knl(vsl − vrl) ω = ωr + knlvrl ωr

ωs ω = ωs + knlvsl ω
(knl)
r = ωs + knl(vsl − vrl)

importance samples (L = 1) that eventually grows to 840,000 importance samples

(L = 64). Note that a high number of importance samples is necessary for good

PPD estimation [35]. On the other hand, MAP estimates require considerably

fewer importance samples than required for PPD estimation [73].

Table 3.5 tabulates the inversion MAP results using waveguide Doppler

without and with acceleration modeled for the 64 LFM pulses. For the inversion

results using the acceleration model, the estimated sediment thickness, velocity

and density are consistent with other published results [26,37,53–56] at the VLA1

site. For example, these inversion results range from 1600–1670 m/s for the top

sediment velocity and 20–25 m for the sediment thickness. In addition, the geo-

metric parameters (r0, zs, zr, vs1, as, and zw,) results also agree very well with the

measured or best known values. However, the gradient of the sediment velocity

remains inconclusive. [37] There have been negative, zero and positive gradient

sediment profile inversion results obtained by different investigators. The negative

gradient sediment profile results here are similar to the results in Ref. [54].

The posterior densities of the model parameters are illustrated in Figs.

3.12−3.14, where only the 1-D (plots along the diagonal) and 2-D (plots above

the diagonal) marginal PPDs are shown. Only the most relevant 11 or 12 out of

18 parameters are given in Figs. 3.12−3.14. The three EOF coefficients PPDs

are difficult to interpret in terms of the water column SSP uncertainties. There-

fore, the uncertainties or PPDs of the water column SSP, using Bayesian inference

[Eq.(3.23)], are plotted from the PPD statistics of the EOF coefficients.
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Table 3.5: SW06 data inversion parameters prior bounds and MAP results for
L = 64.

Prior Prior without with

Model parameters lwr.lim. upp.lim. as opt. as opt.

Src range at t = 0, r0 (m) 520 630 550 594

Src depth, zs (m) 27 32 28.8 29.7

Rcv depth, zr (m) 39 46 41.0 42.6

Timing error, ξ (msec) −50 50 9 −20

Src rad. vel., vs1 (m/s) 1.5 2.0 1.84 1.94

Src rad. accel., as (mm/s2) −7 −5 n/a −6

EOF1 coef. −50 50 22.5 42.3

EOF2 coef. −20 20 6.6 14.0

EOF3 coef. −10 10 0.9 5.2

Sed. thickness, hsed (m) 10 30 20.5 21.5

Sed. dens., ρsed (g/cm3) 1 3 2.5 2.1

Sed. attn., αsed (dB/λ) 0.001 1 0.2 0.3

Sed. top. vel., c1 (m/s) 1550 1700 1644 1655

Sed. vel. slope, s (1/s) −10 10 -3.3 -4.3

Bot. vel., cb (m/s) 1600 2200 1967 1993

Water depth, zw (m) 74 81 74.2 76.9

Src level, α 0.1 0.8 0.2 0.5

Noise level, γ 0.5 1.9 1.5 1.1
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Comparing Figs. 3.12 and 3.14, the reduction in uncertainties between

L = 1 and L = 64 is remarkably good across all parameters. Uncertainty reduction

in the water column SSP also is observed (see Figs. 3.12 and 3.14). The largest

uncertainty in the water column SSP is between 35–45 m depth. This compares

well to the SHARK SSP measurements between 1830–2229 UTC where the largest

sound speed variation is around 40 m depth (see Fig. 3.14). Because the SSPs are

known to be range dependent in SW06, the SHARK SSP measured at 2040 UTC

was not a good substitute for an averaged range independent SSP. The EOFs have

enabled the inversion to optimize for the best average SSP and the SSP inverted

here is consistent with the SSP inversion results from [26].

In contrast, the MAP results in Table 3.5 for L = 64 without using the accel-

eration model yield more biased geometric and geophysical (r0, zs, zr, zw, and ρsed)

results when compared to measured or best known values. The biased geometric

results are an indication that this inversion is not reliable. For example, the source

range r0 is 50 m short and the water, source and receiver depths, are respectively,

4.8 m, 1.2 m and 3.6 m too shallow. These differences cannot be explained by the

effective parameter calculations for a mildly range dependent environment. [76]

This further is supported by the parameter estimation uncertainties or the 95%

HPD region results when not using acceleration which are about 100% more than

the results when using the acceleration model (compare Figs. 3.13 and 3.14). The

inverted water column velocity profile also is different than the results when using

the acceleration model. Thus, the quality of the inversion results without modeling

acceleration is lower than that with acceleration modeled.

3.5 Conclusions

A broadband, frequency coherent matched-field inversion procedure for a

moving source and receiver at low SNR using a recursive Bayesian pulse-by-pulse

approach has been developed. This enabled a time-evolving uncertainty analy-

sis of the model parameters and an approximation for a horizontally accelerating

source and receiver. Through simulation and data analysis from the Shallow Water
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2006 experiment, it was demonstrated that: (1) via online uncertainty analysis,

parameter uncertainty reduces with an increasing number of pulses and (2) when

source/receiver acceleration exists, modeling acceleration in the inversion can re-

duce further parameter estimation biases and uncertainties.

Acknowledgments

This work was supported by the Office of Naval Research Grant No. N00014-

11-0320 and the DSO National Laboratories of Singapore. Chapter 3, in full, is a

reprint of material in the Journal of Acoustical Society of America as: B.A. Tan,

P. Gerstoft, C. Yardim, W. Hodgkiss, “Recursive Bayesian synthetic aperture geoa-

coustic inversion in the presence of motion dynamics”, J. Acoust. Soc. Am., in

press, 2014. The dissertation author was the primary investigator and author of

this paper.



Chapter 4

Change-point detection for

recursive Bayesian geoacoustic

inversions

4.1 Introduction

A recursive Bayesian synthetic aperture geoacoustic inversion method pre-

viously has been developed for single source/receiver mobile scenarios in low signal

to noise ratio (SNR) conditions. It involves long-time coherent integration of mul-

tiple broadband pulses, recasting dynamic time-varying geometric model param-

eters into initial-value and constant parameters via a trajectory-based waveguide

Doppler normal mode model and assumes constant underlying model parame-

ters. [26,77]

Because of the long-time coherent integration and source-receiver motion,

change in the underlying model parameters due to time or space is anticipated.

Here, abrupt and gradual change in the underlying model parameters are consid-

ered. Methods for detecting abrupt model parameter change are well established

and consist of offline/retrospective [38,39] and online change-point methods [40–

43].

A change-point is defined as a time when the model parameters have changed.

77
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Refs. [40,41] independently have proposed an online version of the Bayesian change-

point detection method. It calculates the posterior probability density of the

change-point at each time step. There is also the particle filtering approach in

Bayesian online change detection in Refs. [40,42,43], with the last reference being

applied to joint change-point detection and parameter estimation. However, a ma-

jority of the change-point detection approaches either treat the auxiliary model

parameters (parameters not under test) as known or as nuisance parameters that

eventually will be integrated out analytically, for example Refs. [39–42].

To conveniently integrate out nuisance parameters, most approaches usu-

ally assume conjugate-exponential models which inadvertently exclude geoacoustic

inversion models due to their non-linear relationship between model parameters

and measurements. A conjugate-exponential model solution to joint detection of

change-point and parameter estimation is proposed in [43]. It does recursive maxi-

mum likelihood model parameter estimation which involves computing the Hessian

using the Newton stochastic gradient algorithm.

Due to the low SNR nature of the observations and the non-conjugate-

exponential model of the geoacoustic inversion application, offline/retrospective

methods [38,39] are selected for detecting change-points here. Coincidentally,

detecting a change-point can be done using the importance samples and corre-

sponding weights that already are available from the recursive Bayesian inversion

developed in Chapter 3 or Ref. [77]. When a change-point is detected, the cur-

rent inversion concludes and a new inversion is started using post-change-point

measurements.

Methods for detecting gradual model parameter change are less devel-

oped and often require strong parametric assumption. For example, time varying

source/receiver geometric parameters are reparameterized into initial range, ve-

locity and acceleration [26,77]. However, such reparameterization is done at the

expense of increasing the parameter search dimension. Reparameterizing all the

model parameters in the inversion will adversely increase the parameter search

dimensions. Alternatively, the change-point method for abrupt change is used for

the gradual change case. If the model parameters change gradually, the inver-
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sion (based on constant model parameters) may proceed to estimate an average

value of the parameters until the accumulated model parameter mismatch error is

significant and triggers the detection of a change-point.

These change-point detections form the heuristics for controlling the coher-

ent integration time in recursive Bayesian inversion. The method is demonstrated

in simulation with parameters corresponding to the low SNR, 100–900 Hz LFM

pulses observed in the Shallow Water 2006 experiment.

4.2 Theory

4.2.1 Change-point detection

Change-point models commonly are used to model discontinuity of model

parameters or data over the length of the data. Given a sequence of observations,

these models introduce a number of change-points which split the data into a set

of disjoint segments. It then is assumed that the data arise from a single model

within each segment but with different models across the segments. For the re-

cursive Bayesian inversion approach described in Chapter 3 [77], the probability

distributions (importance samples and weights) that are generated for model pa-

rameter estimates also can be used for inferences about the possible change-points.

We consider the following class of single change-point model [38]. Let the

sequence of non-overlapping measurement vectors be y1:L = [yT
1 , . . . ,y

T
L ]

T where

the data propagation model, and likelihood function are based on Chapter 3 or

Ref. [77]. Each measurement vector is independent and identically distributed

(i.i.d.) with likelihood p(y|m). This sequence of measurements is assumed to

have a change-point at r (1 6 r 6 l) where yl ∼ p(yl|m1) ∀ l = 1, . . . , r and

yl ∼ p(yl|m2) ∀ l = r + 1, . . . , L.

yl =







bl(m1) +wl, if l = 1, . . . , r.

bl(m2) +wl, if l = r + 1, . . . , L.
(4.1)

m and wl are the model parameters and noise respectively and bl(m) is

the transformation of the model parameters into the signal observed in the data
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yl. The objective is to determine the posterior distribution of the change-point r

via the Bayesian approach.

The joint likelihood of the y1:L conditioned on m1 and m2 is [38]

p(y1:L|r,m1,m2) = p(y1:r|m1)p(yr+1:L|m2)

=
r
∏

l=1

p(yl|m1)
L
∏

l=r+1

p(yl|m2) (4.2)

The change-point is assumed to have prior density p(r) such that
∑L

r=1 p(r) =

1. Using Bayes rule, the posterior probability distribution (PPD) of the possible

change-points, conditioned on all the measurements, is [38]

p(r|y1:L) ∝ p(y1:L|r)p(r) (4.3)

where

p(y1:L|r) =
∫

p(y1:L|r,m1,m2)p(m1,m2)dm1dm2

=

∫

p(y1:r|r,m1)p(m1)dm1

×
∫

p(yr+1:L|r,m2)p(m2)dm2 (4.4)

It also is assumed that the model parameters before and after the change-point

are independent. [40,41] Eqs. (4.3) and (4.4) can be evaluated via Monte Carlo

integration using the importance samples from the recursive Bayesian inversion in

Chapter 3 or Ref. [77].

Here, we further assumed uniform priors for the change-point, the maximum

likelihood estimate of the change-point is

r̂ = argmax
r

p(y1:r|m̂1,r)p(yr+1:L|m̂2,r). (4.5)

where

m̂1,r = argmax
m

p(m|y1:r), (4.6)

and

m̂2,r = argmax
m

p(m|yr+1:L). (4.7)
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are the maximum a posteriori (MAP) estimates of the model parameters m1 and

m2 conditioned on the measurements prior to and after the hypothesize change-

point r, respectively. Eq.(4.5) works only if a model parameter change-point is

present in the measurements. If there is no underlying model parameter change-

point in the measurements collected, then Eq.(4.5) will be equally likely for all

hypotheses r. To determine the presence of a change-point, a normalized log-

likelihood

L(r) = 10 log10
p(y1:r|m̂1,r)p(yr+1:L|m̂2,r)

max
r

p(y1:r|m̂1,r)p(yr+1:L|m̂2,r)
. (4.8)

is used and if maxL(r) − minL(r) > β then a change-point is detected. β is a

threshold determined by trial and error. β is set to 10 dB which means a change-

point is detected if the maximum likelihood is ten times higher than the minimum

likelihood.

In Chapter 3 or Ref. [77], the importance samples and their associated un-

corrected and un-normalized weights {mq, ŵq
l } where ŵq

l = p(y1:l|m̃q)p(m̃q) were

computed recursively using ŵq
l = p(yl|m̃q)ŵq

l−1. Note that mq are drawn from a

Gaussian mixture as describe in Sect. 3.2.5. Using these weights, the posterior

density is obtained from

p(m|y1:r) ≈
Q
∑

q=1

δ(m−mq)
ŵq

r

x(mq;L)
, (4.9)

and

p(m|yr+1:L) ≈
Q
∑

q=1

δ(m−mq)
ŵq

Lp(m
q)

ŵq
rx(mq;L)

, (4.10)

where the weights ŵq
l corresponds to the Q =

∑L

j=0Qj importance samples de-

scribed in Ref. [77].

The likelihoods are also inferred using the weights in the recursive Bayesian

inversion from

p(y1:r|r,mq) =
ŵq

r

p(mq)
(4.11)

and

p(yr+1:L|r,mq) =
ŵq

L

ŵq
r

. (4.12)
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Therefore, change-point detection computationally is convenient when used

with the recursive Bayesian inversion described in Ref. [77]. By re-using the weights

from the recursive Bayesian inversion, there is no need to recompute likelihoods

and posterior density explicitly.

4.3 Simulation

This section will demonstrate change-point detection in abrupt and gradual

model parameter change. Upon detection, the current recursive Bayesian inversion

will conclude and a new inversion will begin. The ocean model is illustrated in

Fig. 4.1 and model parameters are tabulated in Table 4.1. Based on the theory

presented in Sect. 4.2 and Ref. [77], this simulation models a source and receiver

moving in the same direction as the horizontal axis rx and at the same speed

for L = [1, . . . , 128] pulses (see Fig. 4.2). The source and receiver are assume

to be seperated in distance by r0l in the direction ry as depicted in Fig. 4.2.

Hence, the radial velocities are equal to zero. The environment is assume range

independent across the source and receiver while range dependent along the source

or receiver track. The range-independent geoacoustic parameters were based on

previous SW06 inversion results [26,53–56,77]. The source emits 100–900 Hz LFM

pulses with 1 s pulse width and PRI. The noise, as per in Ref. [77], was generated

to be similar to the measured power spectrum of SW06 ambient noise data. The

frequency sampling is 5 Hz starting from 100 Hz–700 Hz. KRAKEN is used to

compute the modes and wavenumbers [46].

In Fig. 4.3, the objective is to simulate and detect an abrupt change in

the sediment thickness along the track in recursive Bayesian inversion. The true

sediment thickness Hsed is fixed at 22 m for l = 1 to l = 64 and then fixed at

17 m for l = 65 to l = 128 to simulate an abrupt change in sediment thickness

Hsed. The sediment parameters (Hsed, c1, s, and αsed) are estimated using the

recursive Bayesian estimation procedure in Ref. [77], while the rest of the model

parameters are assumed known. In addition, the weights from the inversion are

being used for change-point detection detailed in Sect. 4.2. In Fig. 4.3, only the
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Table 4.1: Baseline model parameters.

Simulation model parameters value

Source range at t = 0, r0 (m) 600

Source depth, zs1 (m) 30

Receiver depth, zr1 (m) 45

Source initial radial velocity, vs1 (m/s) 0

Receiver initial radial velocity, vr1 (m/s) 0

Source radial acceleration, as (mm/s2) 0

Receiver radial acceleration, ar (mm/s2) 0

Water depth, zw (m) 78

Sediment depth, hsed (m) 22

Sediment density, ρsed (g/cm3) 1.8

Sediment attenuation., αsed (dB/λ) 0.2

Sediment top velocity, c1 (m/s) 1640

Sediment velocity slope, s (1/s) 0

Bottom density, ρbot (g/cm
3) 2.2

Bottom attenuation., αbot (dB/λ) 0.2

Bottom velocity, cb (m/s) 1740
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Figure 4.1: Horizontally stratified ocean with a horizontally moving source and
receiver. The source is moving at initial velocity vs1 and bearing ϕs1 while the
receiver is moving at initial velocity vr1 and bearing ϕr1. The range origin is the
source position at time zero when the source begins transmitting.

moving 

receiver

moving

source

Figure 4.2: rx and ry are the horizontal axes where the origin is the source position
at time zero when the source begins transmitting. Source and receiver are moving
in the same rx direction and at the same speed. The source-receiver separation is
constant and the geoacoustic properties are assume range-independent in the ry
direction. Shown above are the source and receiver positions just prior and after
the abrupt change in sediment thickness.

95% highest posterior density (HPD) regions [35,52] of the 1-D marginal PPD and

MAP parameter estimates for each model parameter are reconstructed based on
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L− r pulses measurements where r is the most recent change-point. The change-

point is detected correctly at r = 64 and the current inversion concludes based on

l = 1 : r pulses measurements. A new inversion is started using post-change-point

r+1th pulse measurement onwards and hence the sudden increase in uncertainties

at L = 64.
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Figure 4.3: Evolution of 1-D marginal PPD with SNR fixed at 0 dB, and number
of LFM pulses L = 1 to 128 with change-point detected at r = 64. Only the 95%
HPD portion (non-white) PPD is plotted. When a change-point is detected, the
inversion restarts and the post-change-point PPD and MAP estimates are based
on L− r pulses measurement where r is the most recent change-point.

Not shown in Fig. 4.3 is the number of post-change-point measurements

needed for a change-point to be detected retrospectively. In Fig. 4.4, the time-

evolving change-point log-likelihood L(r) is plotted for L = 1 to 71. It is noted

the change-point log-likelihood is equally likely when a change-point is absent

(L < 64). However, when a change-point is present, a peak at r = 64 emerges

as more post-change-point measurements are collected. Finally, a change-point is
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detected at r = 64 when L = 71 (threshold β = 10 dB). At this stage, only the

pre-change-point importance samples are retained, while the post-change-point

importance samples are discarded. Note that a change-point detection will not

indicate which particular model parameters have changed. A potential extension

of this method would be to determine which parameters have changed upon change-

point detection and then use the posterior information from the pre-change-point

inversion to assign an appropriate prior density to the post-change-point inversion.

Figure 4.4: Evolution of change-point likelihood L with SNR fixed at 0 dB, and
number of LFM pulses L = 1 to 71 with change-point detected (β = 10 dB) at
r = 64 and L = 71.

The simulation is repeated with no change-point detection. Hence, the

inversion (based on constant model parameters) is allowed to proceed despite an

abrupt change in the sediment thickness at L = 64. (see Fig. 4.5). Due to the

model mismatch error, the inversion results for L > 64 are biased (see hsed and

αsed).

Next, a gradual change (from 22 m to 17 m) in the sediment thickness

is simulated (see Figs. 4.6 and 4.7). When the accumulated model mismatched

error is significant, a change-point detection is triggered. Here, two change-points

have been triggered at L = 41 and L = 71. Despite the model mismatch in
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Figure 4.5: Evolution of 1-D marginal PPD with SNR fixed at 0 dB, and number
of LFM pulses L = 1 to 128 without change-point detection. The inversion (based
on constant model parameters) is allowed to proceed despite an abrupt change at
L = 64 in the sediment thickness. Only the 95% HPD portion (non-white) PPD
is plotted.

fitting a constant parameter model to a gradual change parameter model, there is

no significant bias in the MAP estimates. The MAP estimates for the sediment

thickness converge to an average value between the minimum and maximum value

for each segment. Here, the gradually changing parameter model is segmented via

the change-point detection method into three models, each with a different set of

constant parameters.

Fig. 4.8 shows the time-evolving change-point log-likelihood L(r) for the

L = 1 to 63. There are two difference when comparing Figs. 4.5 and 4.8. First, the

change-point likelihood is less peaky across r in the gradual change case. This is

expected as the method is designed for abrupt/non-gradual parameter change. Sec-

ond, the number of post-change-point measurements is comparable to the number
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moving 
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moving
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Figure 4.6: rx and ry are the horizontal axes where the origin is the source position
at time zero when the source begins transmitting. Source and receiver are moving
in the same rx direction and at the same speed. The source-receiver separation
is constant and the geoacoustic properties are assume range-independent in the
ry direction. Shown above are the source and receiver positions in the midst of
gradual change in sediment thickness.

of pre-change-point measurements. This also is expected. Given a set of mea-

surements derived from a model with a gradually changing parameter, bisecting

the measurements is probably the best way to approximate the gradual parameter

change with two constant models m1,m2.

4.4 Conclusions

A key assumption for synthetic aperture matched field geoacoustic inver-

sions is constant underlying model parameters. Because of the long-time coherent

integration and source-receiver motion, change in the underlying model param-

eters due to time or space is anticipated. Modeling the change parametrically

is the best approach but also adversely increases the inversion search dimension.

Instead, a model parameter change-point detection method that detects abrupt

or gradual change in model parameters can be utilized. Combining change-point

detection and recursive Bayesian inversion has enabled a data-driven verification
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Figure 4.7: Evolution of 1-D marginal PPD with SNR fixed at 0 dB, and number
of LFM pulses L = 1 to 128 with change-point detection. True sediment thickness
changes gradually from 22 m to 17 m. Only the 95% HPD portion (non-white)
PPD is plotted.

of the constant model parameter assumption. When a change-point is detected,

the current inversion concludes and a new inversion is started using post change-

point measurements. This method is demonstrated in simulation with parameters

corresponding to the Shallow Water 2006 experiment.
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Figure 4.8: Evolution of change-point likelihood L with SNR fixed at 0 dB, and
number of LFM pulses L = 1 to 63 with change-point detected on gradual change
in Hsed (β = 10 dB) at r = 41 and L = 63.
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Chapter 5

Conclusion and Future Research

5.1 Conclusion

This dissertation presented a broadband, frequency-coherent matched-field

inversion approach that exploits coherently repeated transmissions at low SNR for

a moving source and receiver. The approach involves long-time coherent integra-

tion of multiple broadband transmissions, recasting dynamic time-varying geomet-

ric model parameters into initial-value and constant parameters via a trajectory-

based waveguide Doppler normal mode model and assumes constant underlying

geophysical model parameters. The long observation time creates a synthetic aper-

ture due to relative source-receiver motion. The source transmission consists of

multiple LFM pulses with a spectrum that approaches a multi-tonal comb with

increasing Doppler sensitivity as the number of pulses increase. As a result, this

requires incorporating waveguide Doppler in normal mode theory. The waveguide

Doppler inversion approach was demonstrated with low SNR data from the Shallow

Water 2006 experiment with a moving source and a static receiver configuration

and 100–900 Hz LFM pulse transmissions. The inversion results agreed well with

published results from the same experimental site. On the other hand, not incor-

porating waveguide Doppler in the inversion resulted in biases in the estimator

such as a –100 m/s deviation in the sediment sound speed and larger uncertainties

due to a poorer fit forward model.

Subsequently, a recursive Bayesian pulse-by-pulse approach to the inversion
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problem was developed. This enabled accommodating an approximation for a hor-

izontally accelerating source and receiver as well as generating a time-evolving un-

certainty analysis of the model parameters. Through simulation and data analysis

from the Shallow Water 2006 experiment, it was demonstrated that: (1) via online

uncertainty analysis, parameter uncertainty reduces with an increasing number of

pulses and (2) when source/receiver acceleration exists, modeling acceleration in

the inversion can reduce further parameter estimation biases and uncertainties.

A key assumption for both methods in the above is constant underlying

model parameters. Because of the long-time coherent integration and source-

receiver motion, change in the underlying model parameters due to time or space

is anticipated. Modeling the change parametrically is the best approach but also

adversely increase the inversion search dimension. Instead, a model parameter

change-point detection method that detects abrupt or gradual change in model

parameters is utilized. Combining change-point detection and recursive Bayesian

inversion has enabled a data-driven verification of the constant model parameter

assumption. When a change-point is detected, the current inversion concludes

and a new inversion is started using post change-point measurements. This is

demonstrated in simulation of the Shallow Water 2006 experiment.

5.2 Future Work

Listed below are some possible extension to the work done in this disserta-

tion

• The waveguide Doppler model also is applicable for the adiabatic range-

dependent normal mode model [30]. A broadband synthetic aperture geoa-

coustic inversion study in a range-dependent environment would be rele-

vant to many environments. Combining change-point detection for recursive

Bayesian geoacoustic inversion and a range-dependent waveguide Doppler

normal mode model will facilitate inversions being conducted in a space-time

varying environment.

• In a shallow water waveguide, the spatial diversity is much higher in the
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vertical direction than in the horizontal direction. The spatial diversity gain

by adding vertical motion to a moving source or receiver in a geoacoustic

inversion context will be significant. Using a slow moving AUV glider (typ-

ical speed is 0.4-0.6 m/s horizontally and vertically) in a synthetic aperture

geoacoustic inversion is a potential extension to this research.

• The current change-point detection method is able to detect change in the

model parameters but is unable to determine the specific model parame-

ters that have changed. Developing a change-point method to also deter-

mine which parameters have changed would be useful. Knowing the changed

model parameters is beneficial as it allows the posterior density of the un-

changed model parameters from the pre-change-point inversion to propagate

as the prior density in the post-change-point inversion when a change-point

is detected.
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