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Abstract

Information from accurate ocean acoustic Green’s function estimations can
potentially be used to determine environmental characteristics such as water
column and seafloor properties, knowledge of which is beneficial in numer-
ous fields including sedimentology, oil exploration, and defence. Good esti-
mates of acoustic Green’s functions between two locations have previously
been determined from cross-correlation of sound and vibration in other re-
search fields. There is, however, limited literature that addresses Green’s
function approximation from cross-correlation of sound in the ocean. The
work in this thesis therefore aims to further the understanding of Green’s
function approximation from cross-correlation of sound recorded at two lo-
cations in a shallow water oceanic waveguide, an approach referred to as
ocean acoustic interferometry. Both active source and ship dominated am-
bient noise ocean acoustic interferometry are considered.

A stationary phase argument is used to relate cross-correlations from
active sources to the Green’s function between hydrophones. A vertical
line source, a horizontal line source, and a horizontal hyperbolic source
are considered. The theory and simulations are in agreement with related
theory presented by others. The advantages and disadvantages of each
source configuration are discussed.

Empirical Green’s function approximations (EGFAs) were determined
from ship dominated ocean noise cross-correlation. Direct and secondary
path travel times between hydrophones were determined, and agree well
with simulated data. Averaging the cross-correlations between equi-spaced
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Abstract

horizontal line array hydrophone pairs is shown to increase the signal-to-
noise ratio. Analysis of temporal variations in the cross-correlations con-
firms that at any one time the signal is generally dominated by one or two
sources. Cross-correlations obtained from data recorded during a tropical
storm are shown to be clearer than those obtained at other times. This is
due to both a reduction in nearby shipping, and an increase in overall sound
levels caused by the increased wave action associated with the storm.

Ocean experiments were performed on the New Jersey Shelf. The direct
acoustic path of the given ocean environment is shown to be highly sensitive
to changes in sound speed profile, making reflection coefficient inversion
difficult.

Cross-correlations of experimental data from a source lowered vertically
and a source towed horizontally are compared and contrasted with the ship
dominated noise cross-correlations, and also with cross-correlations of noise
from a stationary ship. The EGFAs and their relationship to simulated
Green’s functions are explained using theory and simulations.

Two practical applications of ocean noise cross-correlation are also de-
tailed: diagnosis of a multichannel hydrophone array, and array hydrophone
self-localisation. Results obtained from active source measurements reveal
that signals from several hydrophones, which were recorded on certain chan-
nels before a storm, were subsequently recorded on different channels after
the storm. Noise cross-correlation of data recorded during the storm show
when, and in what manner, these changes took place. Differences in travel
times from any given source to hydrophone pairs were consistently less than
expected for the assumed geometry. Travel times extracted from day long
noise cross-correlations were used in an inversion to estimate array geome-
try. The resulting curved array geometry provided more consistent acoustic
travel times from active noise sources than the assumed straight line geom-
etry.

In summary, the findings documented in this thesis increase the under-
standing of Green’s function approximation from cross-correlation of sound
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in the ocean by providing: a theoretical and practical understanding of
Green’s function estimations for both active sources and passive ship dom-
inated ambient noise; and examples of how the extracted travel times can
be applied to practical situations.
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Chapter 1

Introduction

The attenuation of sound as it travels through water is significantly less
than that of light or radio waves and therefore acoustics is the preferred
means of underwater exploration, communication and target acquisition.

Acoustic signals recorded on a hydrophone, or an array of hydrophones,
contain information about the environment in which they are measured.
The relationship between recorded acoustic signals and the ocean environ-
ment has been an important area of research since submarines took an active
role in defence in the First World War, and much of the fundamental ma-
terial has since been documented [1–5]. Theoretical relationships between
the environment and acoustic propagation within it can be determined for
simple environments, but a realistic ocean environment requires numeri-
cal methods to solve for acoustic propagation. Full inversion techniques
have traditionally been employed to analyse hydrophone data in attempts
to characterise properties of the waveguide environment and to define un-
derlying sediment properties [6]. The main drawbacks of these techniques
are that optimisation over multiple variables results in a computationally
expensive problem, and uniqueness problems often occur.

The Green’s function between two points is the point source solution
of the governing acoustic propagation equations (i.e., it is the signal that
would be received at one point given a unit impulsive source at the other).
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It is fully dependent upon the geometry and environment under consider-
ation, and therefore can be used to determine information about the en-
vironment, in this case the ocean waveguide and the underlying sediment,
through which acoustic transmission between the two points takes place.
Approximation of the acoustic Green’s function in the ocean using simple
processing techniques is therefore an exciting prospect.

The most straightforward method of determining the Green’s function
between two points A and B is to excite a source at one of the points, A say,
and record the subsequent signal at a receiver located at B. The Green’s
function is then extracted from the received signal by deconvolution with
the source signal.

It has been shown that good estimates of the acoustic Green’s function
between two points can be determined from cross-correlations of diffuse
sound fields [7]. This concept, which eliminates the requirement of having
a source at either location, has been successfully applied to problems in
ultrasonic noise [8–10], ambient noise in a homogeneous medium [11], seis-
mic noise [12–19], moon-seismic noise [20], and even human skeletal muscle
noise [21].

To obtain an accurate representation of the Green’s function between
two receivers, there is a local requirement that waves propagate on average
isotropically near both receivers [13]. This could theoretically be achieved
in the ocean by locating the two points between which the Green’s func-
tion is to be estimated within a volume distribution of sources. Such a
configuration is, however, unrealistic in practice.

The ocean noise field is dominated by wave generated noise above a
few hundred Hertz [22–24] and shipping noise below about 100Hz [22, 23].
Wave generated ambient noise is concentrated near the ocean surface, and
although it gives an approximately uniform sheet of sources, the absence
of sources lower in the waveguide means that the ocean acoustic modes
are not all excited. As a result, time-averaged cross-correlations of ocean
surface wave noise will produce accurate inter-hydrophone travel times, but
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incorrect amplitudes [15]. Ship sources give low frequency high amplitude
signals, which have high coherence over greater distances. The distribution
of these sources, also concentrated near the surface, is less uniform than
wave generated noise, but cross-correlations over a sufficiently long interval
should yield an amplitude shaded Green’s function (i.e., a Green’s function
convolved with amplitude factors) similar to that obtained from ocean wave
noise [25, 26].

Biological organisms, such as fish, can give a quasi-volume source distri-
bution, but again, they tend not to span the entire depth of the water col-
umn. Travel times have successfully been extracted from cross-correlation
of croaker fish dominated noise [27].

Alternate source configurations can be achieved using active sources.
For example, a simplification of a volume distribution can be achieved using
a vertical column of sources, which can potentially excite all water-borne
modes.

There are less than a dozen refereed papers in the literature that ad-
dress Green’s function approximation from acoustic cross-correlations in the
ocean. The work in this thesis therefore aims to further the understanding
of the Green’s function approximation between two points in a shallow wa-
ter (<100m) oceanic waveguide without having a source at either location.
The approach of inferring the Green’s function between two receivers from
signal cross-correlation in the ocean is referred to here as ocean acoustic
interferometry, due to its relationship to classical and seismic interferome-
try [28]. This thesis focusses upon ocean acoustic interferometry using two
source types: active sources, and opportunistic ship noise. Ship noise has
the advantage of no additional source instrumentation being required. Ac-
tive sources have the advantage of higher frequencies, which give sharper
arrival peaks, as well as controllability and continuous monitoring. Theoret-
ical descriptions, simulated results, and experimental results, are presented
for each case.
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1.1 Gaps in the literature

A detailed discussion of literature relevant to this research is presented in
Chapter 2. A conceptual explanation of the emergence of Green’s function
characteristics from cross-correlations, and an inter-disciplinary discussion
of relevant cross-correlation literature, are presented. The chapter concludes
with a more specific discussion of previous publications concerning Green’s
function estimation from cross-correlations in the ocean environment.

This thesis will address the following gaps in the literature which have
been identified:

1. It has been shown theoretically using a modal approach in the fre-
quency domain, and through simulation, that the Green’s function
between two receivers in a waveguide can be determined by summing
the cross-correlations from a vertical line of sources that are located in
the same vertical plane as the receivers, external to them [29]. Theo-
retical arguments based on the method of stationary phase have been
used by others to formulate the time domain Green’s function for time-
averaged surface generated ambient ocean noise cross-correlation [15]
and seismic interferometry [30]. Stationary phase arguments have
not previously been applied to active source configurations in the
ocean. In addition, detailed theoretical descriptions of horizontal ac-
tive source configurations have not been considered previously.

Stationary phase descriptions of both vertical and horizontal source
configurations will be presented within this thesis. These theoretical
formulations will be supported by simulations. This work is presented
in Chapter 3.

2. It has been shown experimentally that for a ship track passing through
the end-fire plane of a pair of hydrophones (i.e., the vertical plane
containing the hydrophones), if sufficiently long time windows are
used, then the signal from the end-fire location dominates the cross-
correlation function [25]. An in-depth analysis of cross-correlations
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from ship dominated ocean noise has not, however, previously been
presented.

Results from cross-correlation of ship dominated ambient noise data
will be presented and analysed in detail in this thesis. The arrival time
structure of empirical Green’s function approximations determined
from these cross-correlations will be compared to that of simulated
Green’s functions. This work is presented in Chapter 5.

3. The first gap in the literature pertained to theoretical descriptions of
Green’s function approximation from cross-correlation of active noise
sources. Experimental validation of the theory has not previously
been presented.

An experiment in which a source is lowered vertically through the
waveguide, and one in which a source is towed along a straight line
towards an array, are described in this thesis. Results from these
experiments are presented and compared with simulated results and
theory in Chapter 6. The results are also compared and contrasted to
those obtained from ship dominated ambient noise cross-correlations.

4. Acoustic travel times extracted from ambient noise cross-correlations
have been used by others [27] for array localisation and synchronisa-
tion. Other practical applications for the extracted travel time data
have not been explored.

A practical application of noise cross-correlation for the diagnosis of
a multichannel ocean hydrophone array is derived and presented in
Chapter 7 of this thesis.

1.2 Document structure

For the benefit of non-experts in the field of ocean acoustics, background
ocean acoustic theory is provided in Section 1 of Chapter 2. The prop-
agation of sound in the ocean and the associated governing equations are
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introduced. A summary of how the Green’s function can be derived from
the wave equation for a simple point source is then presented, along with a
discussion of the various numerical models that are used to solve the wave
equation in realistic ocean environments. Section 2 of Chapter 2 is a criti-
cal literature review that confirms the gaps in the literature outlined in the
previous section.

Chapter 3 addresses the first gap in the literature. A stationary phase
argument is used to describe the relationship between the stacked cross-
correlations from a line of vertical sources, located in the same vertical
plane as two receivers, and the Green’s function between the two receivers.
Theory and simulations demonstrate the approach and are in agreement
with those of a modal based approach presented by others. Results indi-
cate that the stacked cross-correlations can be directly related to the shaded
Green’s function, provided the modal continuum of any sediment layers is
negligible. A horizontal source configuration can be used instead of a ver-
tical column. The relationship between the summed cross-correlation for
a horizontal line source configuration and the Green’s function is given. If
range independence is assumed, it is demonstrated that the Green’s func-
tion can be approximated from cross-correlations of a horizontal hyperbolic
towed source with its apex at a location horizontally between two physical
hydrophones. The chapter concludes with a brief comparison of the three
active source configurations.

In Chapter 4 an overview of the Shallow Water 2006 (SW06) exper-
iment is given. The direct acoustic path, that is, the acoustic path that
does not interact with the sea surface and seafloor, is shown to be highly
sensitive to changes in sound speed profile. This makes reflection coefficient
inversion difficult, although attempts to do so suggest a critical angle and
sediment sound speed in agreement with that estimated by others.

Chapter 5 addresses the second gap in the literature. Cross-correlation
of ocean noise in the 20–100Hz frequency range is discussed. Ocean
noise data, collected by three L-shaped arrays during the SW06 sea tri-
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als, were cross-correlated in order to approximate Green’s functions, and
subsequently acoustic travel times of the main propagation paths, between
hydrophone pairs. Examination of the individual noise spectra and their
mutual coherence reveals that the propagating noise is most coherent at
ship noise dominated frequencies of less than 100Hz. Both time and fre-
quency domain preprocessing techniques, and their effect upon the cross-
correlations, are investigated. Travel times corresponding to the envelope
peaks of the noise cross-correlation time-derivatives are in agreement with
the expected direct and surface reflected inter-hydrophone travel times.
Summing the cross-correlations between equi-spaced hydrophone pairs in
a horizontal line array (HLA) is shown to increase the signal-to-noise ratio.
Temporal changes in short-time cross-correlations highlight individual ship
tracks and show that the sound field is more diffuse during the passing of
a tropical storm.

The third gap in the literature is addressed in Chapter 6. Cross-
correlations obtained using two active source configurations (source lower-
ing and towed source) are compared and contrasted with cross-correlations
from a noise field dominated by shipping, and also with cross-correlations
of noise generated during the source lowering event by the ship from which
the source was being controlled. The various source configurations are in-
vestigated theoretically, and experimental results for each source type, from
cross-correlation of data collected during the SW06 sea trials, are compared.

Chapter 7 details two practical applications of noise cross-correlation:
the analysis of channel switching on an ocean hydrophone array, which ad-
dresses the fourth gap in the literature; and array element self-localisation,
using a methodology similar to that of others [27]. Channel switching refers
to the event where signals from a given hydrophone that were originally
recorded on a certain channel are subsequently recorded on a different chan-
nel. Acoustic data were recorded on the horizontal portion of an array on
the New Jersey Shelf during the passing of Tropical Storm Ernesto on Sep-
tember 2 2006. Results obtained from active source measurements prior to
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and after the passing of the storm revealed that several channels switched
during the storm. Noise cross-correlation of data recorded during the storm
was performed, and changes in the cross-correlation showed when, and in
what manner, the channel switching took place. In addition to the channel
switching, it was noticed that travel times of acoustic data recorded on the
array showed inconsistencies with the given array geometry; differences in
travel times from any given source to HLA hydrophone pairs were consis-
tently less than expected. It was therefore hypothesised that the HLA was
not lying in a straight line on the seafloor. Travel times extracted from day
long ambient noise cross-correlations, with the channel switching taken into
account, are used in a non-linear least squares inversion to estimate array
geometry. The resulting geometry is consistent with acoustic travel times
of active acoustic sources.

Conclusions from the research are presented in Chapter 8. Possible
directions for future work are outlined. Much of the work presented in
this thesis has been either published or submitted for publication by the
author in international journals and conference proceedings, as listed in
Appendix D.
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Chapter 2

Literature Review

This chapter is organised into two main sections: background ocean acoustic
theory is presented in Section 2.1, and a critical review of the literature
pertinent to the work in this thesis is presented in Section 2.2.

2.1 Background

In order to fully appreciate why one would want to “approximate the acous-
tic Green’s function in the ocean via cross-correlation methods”, one must
first have a basic understanding of what the Green’s function represents and
hence why it is useful to obtain an approximation of it, as well as of the
potential benefits of estimating the Green’s function via cross-correlation
as opposed to traditional methods.

The physical and chemical factors that affect how sound propagates
in the ocean are described in Section 2.1.1. The equations that govern the
propagation of sound: the acoustic wave equation, and its frequency equiva-
lent, the Helmholtz equation, are subsequently introduced in Section 2.1.2.
The Green’s function between two points, defined as the solution to the
Helmholtz equation at the second point given a unit impulse applied at the
first point, is then introduced in Section 2.1.3. In simpler terms, the Green’s
function takes every little detail of the ocean environment into account, and
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for any given sound source at one location, it specifies the signal that will
be received at another location.

The Green’s function can be derived theoretically from the acoustic wave
equation for a simple source and geometric configuration, and a summary
of the derivation for the example of a point source in an unbounded homo-
geneous medium is presented in Section 2.1.3. In more realistic ocean envi-
ronments the governing boundary value problem becomes too complex to
solve analytically, and numerical solutions are required. The most common
types of numerical models used to generate solutions to the wave equation
are briefly described in Section 2.1.4.

2.1.1 Propagation of sound in the ocean

The propagation of sound in the ocean is influenced by many factors includ-
ing the physical and chemical properties of the water column, the structure
and properties of the seafloor, and roughness at the sea surface interface.

Sound speed profile (SSP)

The speed of sound in water, c, is a function of static pressure (related to
depth [31]), salinity, and temperature. A commonly used approximation for
the relationship is [32]

c = 1449.2+4.6T − 0.055T 2 +0.00029T 3 +(1.34− 0.01T )(S− 35)+0.016z,
(2.1)

where T is the temperature in degrees Celcius (0 ≤ T ≤ 35◦C), S is the
salinity in parts per thousand (0 ≤ T ≤ 45ppt), and z is the depth in
metres (0 ≤ D ≤ 1000m). More complex formulae for the relationship,
which should be considered if high accuracy is needed, also exist [33, 34].

Temperature and pressure effects dominate salinity effects. In a shallow
water environment the sound speed is generally either dominated by a neg-
ative thermocline, a thin layer in which temperature and hence sound speed
decrease rapidly with depth, or is nearly constant over depth. The upper
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surface layer (i.e., the layer above the thermocline) is highly susceptible
to weather influences. Diurnal heating warms the ocean surface and wave
action mixes this warmer water with underlying cooler water, yielding a
surface layer of approximately uniform temperature and sound speed. Be-
low this mixing layer the temperature decreases rapidly, resulting in a steep
negative thermocline. At even greater depths pressure effects dominate,
and the sound speed then increases slowly with depth.

The propagation of sound through the ocean is described by Snell’s law:

cos θ
c

= constant, (2.2)

where θ is the ray angle relative to the horizontal and c is the local sound
speed. Sound is therefore locally refracted towards regions of low sound
speed. Shallow water environments with a strong negative thermocline are
downward refracting, and hence long range acoustic propagation is dom-
inated by bottom-interacting acoustic paths. At shorter ranges acoustic
propagation will be a combination of direct, surface reflected, seafloor re-
flected, and multiple-reflected paths.

Spreading and attenuation losses

The amplitude of propagating sound decreases due to a combination of
attenuation and spreading effects. Geometric spreading is dominated by
spherical or cylindrical effects, while attenuation is dominated by volume
absorption, bottom reflection loss, and scattering losses at the surface and
seafloor.

Spherical spreading occurs when sound propagates away from a source
uniformly in all directions. This type of model is valid in the near-field
(r ≤ D, where D is ocean depth) of point sources located away from the
ocean waveguide boundaries. Consider sound spreading spherically from
a sphere of radius r0 to a larger sphere of radius r. The power radiates
equally in all directions, and neglecting attenuation, remains constant with
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range:
P = 4πr2

0I0 = 4πr2I, (2.3)

where I is the acoustic intensity. The transmission loss (TL) between two
points due to spreading is defined by the ratio of the intensity at the second
point with reference to the intensity at a radius of r0 = 1m from an acoustic
source:

TL = −10 log10

(
I

I0

)
= 10 log10

(
r2
)

= 20 log10 (r) . (2.4)

Due to the upper and lower boundaries of the ocean, at ranges far from the
source (r � D) sound propagates with cylindrical wavefronts. The power
across the wavefront becomes

P = 2πr0DI0 = 4πrDI, (2.5)

and the transmission loss is therefore

TL = 10 log10 (r) . (2.6)

Volume absorption is the dominant attenuation factor for a path that
does not have any boundary interactions. It is caused by viscosity and
chemical relaxation, and is dependent upon temperature, salinity, acid-
ity, and frequency. Several algorithms exist for calculating absorption in a
given environment. Fisher and Simmons [35] presented an equation that is
valid for a standard salinity of 35 ppt and a pH of 8. Francois and Gar-
rison [36] presented a more complex relationship that is valid for a greater
range of water properties, and Ainslie and McColm [37] subsequently pre-
sented a simplified relationship that is also valid for a standard range of
oceanographic conditions. An example of absorption plotted as a function
of frequency [36] is shown in Figure 2.1. Volume absorption can be seen to
increase significantly with frequency, and hence long range propagation is
dominantly at lower frequencies.

Sound that interacts with the seafloor is governed by Eq. (2.2). The
sound speed and density, and hence the characteristic acoustic impedance,
ρc, of the sediment at the seafloor is usually significantly greater than within
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Figure 2.1: Absorption of seawater at three temperatures (◦C) as a function
of frequency for salinity of 35 ppt and pH of 8. Pure water attenuation is
also shown as a reference (source: Francois and Garrison [36]).

the water column, and therefore the effect on acoustic propagation can be
large. If the water is defined as medium 1 and the sediment as medium 2,
Snell’s law can be rewritten as cos θ1

c1
= cos θ2

c2
, where θ1 is the horizontal

angle, defined as the grazing angle, of the incident acoustic path, and θ2 is
the angle of the acoustic path in the second medium. In general, some of
the incident acoustic energy is reflected from the interface with a reflection
angle of θ1, while some of the energy transmits to the sediment with a
refraction angle of θ2. The proportion of the energy that is reflected depends
upon the ratio of impedances as well as the incident grazing angle. Since
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c2 > c1, there exists a real valued grazing angle, defined as the critical
angle, θ1 = θc = arccos(c1/c2), below which θ2 becomes complex. An
acoustic path with a grazing angle less than or equal to the critical angle
will therefore experience perfect reflection with an associated phase change.
At angles above the critical angle, some of the energy is transmitted into
the sediment; the steeper the grazing angle, the greater the transmission.
Hence, at high grazing angles bottom reflection losses become the dominant
loss mechanism. The bottom loss as a function of grazing angle for a typical
environment [38] is shown in Figure 2.2.

Figure 2.2: Bottom reflection loss versus angle for a non-lossy bottom,
defined as a bottom with no p-wave attenuation, and also for a lossy bottom,
defined as one with a high p-wave attenuation factor. (source: Jensen [38]).

Scattering is redirection of sound, through transmission, reflection, and
diffraction, as it encounters an inhomogeneity. Sound in the ocean is scat-
tered by roughness at both the sea surface and the seafloor. The amount of
scattering increases with surface roughness, frequency, and grazing angle.
The process of boundary scattering is physically complex and as such the
literature is extensive (see Ogilvy [39] for a review). Volume scattering in
the ocean occurs due to sound interaction with air bubbles, marine life and
small-scale ocean structure such as internal waves (see Medwin and Clay [3]
for a review).
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2.1.2 Overview of the acoustic wave equation

Forward propagation models are based upon the acoustic wave equation.
The wave equation in an ideal fluid stems from hydrodynamics and the
adiabatic relationship between pressure and density. From the first order
representation of the conservation of mass, Euler’s equation, and the adia-
batic equation of state, the linear acoustic homogeneous three-dimensional
wave equation for pressure is derived to be [4]

ρ∇ ·
(

1
ρ
∇p

)
− 1
c2
∂2p

∂t2
= 0, (2.7)

where ρ is the density, p is the pressure, c is the speed of sound within
the fluid, t represents time, ∇ = i(∂/∂x) + j(∂/∂y) + k(∂/∂z) is the del
operator, and ∇ ·

(
1
ρ
∇p

)
is the divergence of

(
1
ρ
∇p

)
. If density is assumed

spatially constant, Eq. (2.7) simplifies to

∇2p− 1
c2
∂2p

∂t2
= 0, (2.8)

where ∇2 is the Laplacian, which, in rectangular co-ordinates, is defined as
∇2 = ∇ · ∇ = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 . Assuming time-harmonic waves where the
pressure fluctuates sinusoidally with frequency, application of the Fourier
transform to Eq. (2.8) yields the frequency domain form of the wave equa-
tion, the Helmholtz equation:

[∇2 + k2]p = 0, (2.9)

where k is the wavenumber, defined as the ratio between frequency and
sound speed:

k = ω

c
. (2.10)

The linear homogeneous Helmholtz equations for velocity potential, φ, and
displacement potential, ψ, are of the same form as Eq. (2.9), and are given
by

[∇2 + k2]φ = 0, (2.11)

and
[∇2 + k2]ψ = 0. (2.12)
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2.1.3 Overview of the acoustic Green’s function

The general Green’s function, G, between two points, r and r0, is the signal
that would be received at one point given a unit impulsive source at the
other. It satisfies the inhomogeneous Helmholtz equation:

[∇2 + k2]G(r, r0) = −δ(r− r0), (2.13)

where δ is the Dirac delta function. The general Green’s function is therefore
fully dependent upon the geometry and environment under consideration,
and as such, can be used to determine information about the environment
through which acoustic transmission between the two points takes place, in
this case the ocean waveguide and the underlying sediment.

Green’s function in an unbounded homogeneous medium

Consider an acoustic point source (vibrating sphere) in an unbounded me-
dium as shown in Figure 2.3. A detailed derivation of the Green’s function
for this configuration is given by Jensen et al. [4] (pages 69–73). A summary
of the more important concepts and equations is presented here.

COMPUTATIONAL OCEAN ACOUSTICS

U(t) 

r 
a 

Vibrating sphere in an infinite fluid medium. 

2 
Lecture 3 13.853 

Figure 2.3: Vibrating sphere in an infinite fluid medium (source: MIT
OCW[40], adapted from Jensen et al. [4]).

For a homogeneous point source in a spherical co-ordinate system, the
homogeneous Helmholtz field equation, Eq. (2.12), reduces to[

1
r2

∂

∂r
r2 ∂

∂r
+ k2

]
ψ(r) = 0, (2.14)
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which has two linearly independent solutions:

ψ(r) =
 (A/r)eikr

(B/r)e−ikr,
(2.15)

where A and B are constants. The two solutions represent outward- and
inward-propagating spherical wave solutions respectively, with time depen-
dence exp(−iωt).

Consider a small sphere of radius a with surface displacement u(t, a) =
U(t), or in the frequency domain u(a) = U(ω). The radial displacement of
the field is

u(r) = ∂ψ(r, t)
∂r

. (2.16)

By considering Eq. (2.15) and Eq. (2.16) together, incorporating the sur-
face displacement boundary condition, and using the ka � 1 approxima-
tion, the amplitude of the outward propagating solution to the displacement
potential, the first solution of Eq. (2.15), is determined to be A = −a2U(ω).
The displacement field becomes

ψ(r) = −S(ω) e
ikr

4πr , (2.17)

where S(ω) = 4πa2U(ω) is the volume source strength.
The Green’s function, g, is the field solution, Eq. (2.17), for an impulse

input, S(ω) = −1:

g(r, 0) = eikr

4πr , (2.18)

which, for a source at r = r0, generalises to

g(r, r0) = eikR

4πR, (2.19)

where R = |r − r0|.

Green’s function in a homogeneous environment

The Green’s function, g(r, r0), of Eq. (2.19) is a particular solution to
Eq. (2.13) that satisfies the free-field radiation condition. In a bounded
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medium such as an ocean waveguide, the general Green’s function, G, sat-
isfying Eq. (2.13), is the sum of a particular solution, g, and a homogeneous
solution, H:

G(r, r0) = g(r, r0) +H(r), (2.20)

where H satisfies the homogeneous Helmholtz equation:

[∇2 + k2]H(r) = 0. (2.21)

Analytical solutions for the general Green’s function can be determined for
simple environments such as a source in a fluid halfspace [4, 41].

2.1.4 Numerical solutions to the wave equation

Although the wave or Helmholtz equation can be solved theoretically for
simple environments such as an acoustic point source in an unbounded
medium, numerical models need to be employed to generate a solution for
more complex environments. One of four numerical methods are typically
used to solve the Helmholtz equation: ray theory, wave number integration,
normal modes, and parabolic equation approaches. The time-domain wave
equation can be solved using finite differences or finite elements.

The assumptions upon which a numerical method is based determines
the complexity of the environment to which it can be successfully applied.
Range independent environments are those with environmental parameters
that are invariant with range. They are commonly referred to as horizon-
tally stratified environments and can be modelled using any of the numerical
methods. Range dependent environments are those in which the environ-
mental parameters are not assumed to be constant with range. Only numer-
ical methods that do not assume horizontal stratification can be successfully
applied to these more complex environments.

Although many environments can be considered close to horizontally
stratified, there exist numerous situations in which this assumption cannot
be made. Environments that exhibit significant variations in the sound
speed profile as a function of range, such as oceanic fronts, must be treated
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as range dependent. Variations in seafloor bathymetry, such as sea mounts,
and intrusions of basement material, such as uplifted faults, must also be
analysed using a range dependent model.

Ray methods

Ray theory uses ray tracing methods to calculate the transmission loss
through the fluid medium. The solution to the Helmholtz equation is as-
sumed to have amplitude and phase components. The surfaces of constant
phase are the wavefronts and the normals to these are the rays.

The rays passing through any specific point, termed the eigenrays, are
a combination of direct rays and those experiencing boundary reflections.
The pressure field at a point is the sum of the complex pressures of the
eigenrays.

Ray methods use a geometrical acoustic approximation that limits them
to the high frequency domain. In general, they are accurate in situations
where the acoustic wavelength is smaller than any physical scale in the
problem.

Although conceptually simple, ray methods are mathematically complex
and hence 1-Dimension or 2-Dimension versions are generally preferred over
3-Dimension versions. The theory can be applied to range dependent ap-
plications using various range-partitioning techniques as discussed in the
literature [5].

Ray methods experience difficulties in the vicinity of shadow zones and
caustics, which are formed due to the refractive properties of the ocean
environment focussing a number of adjacent rays into very close proximity.
To eliminate the difficulties resulting from this, Gaussian beam tracing,
which incorporates beamwidth and curvature equations, can be used [42,
43]. Shadow zones are regions through which no real-valued eigenrays pass;
however, in practice sound will still pass through these regions. To overcome
this anomaly, complex eigenrays need to be accounted for in the problem.
Ray models assume specular reflection with a certain bottom reflection loss.
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In reality the seafloor is not specular. Sound may be scattered, absorbed,
refracted, attenuated, and then transmitted back into the water column at
another location. Modifications to basic ray theory need to be made to
overcome this [4, 5].

The advantages of ray models over other forward modelling techniques
are that they are quick, intuitive, and ideal for obtaining arrival structure
information, which is important for computing the directionality of ambient
noise. The main disadvantage is that they are difficult to accurately apply
to low frequency situations.

Wavenumber integration techniques

Wavenumber integration is a numerical implementation of the integral
transform technique for range independent media [4]. The assumption of
range independence means that the coefficients of the Helmholtz equation
and the boundary conditions will be independent of the range coordinates.
The dimensions of the wave equation and boundary conditions can there-
fore be reduced through use of integral transforms (separation of variables),
yielding the depth-separated wave equation. Numerous different quadra-
ture schemes for solving the depth-separated wave equation, such as direct
trapezoidal integration, with varying degrees of versatility and numerical
stability, exist. Jensen et al. [4] discusses the more common schemes in
detail.

Wavenumber integration has the advantages of being accurate in the
near field and valid at all frequencies. The main disadvantages are that it is
computationally inefficient to apply to range-dependent environments, and
correct application of the technique requires considerable user expertise.

Normal modes

The normal mode method has the same mathematical basis as wavenum-
ber integration. The difference is that an unforced version of the depth-
separated wave equation is initially assumed [4]. The unforced equation
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has a set of resonant modes, analogous to the modes of vibration of a
simple beam. The modes are characterised by a mode shape function,
an eigenfunction, and a propagation constant analogous to a beam reso-
nance frequency, an eigenvalue. Taking the source pressure into account,
the complete acoustic field is constructed by summing the contributions of
each mode (sum of the residues), weighted in accordance with the source
depth. The accuracy of the solution is strongly dependent on the num-
ber of modes assumed for computational purposes, and hence a number of
modes sufficient to achieve solution convergence should be used. Extension
of the normal modes method to range dependent problems can be achieved
through mode coupling, which is computationally demanding, or through
adiabatic approximation [5].

Normal modes have the advantage of computational efficiency and high
accuracy at low frequencies. Their main disadvantage is that they are not
completely accurate for near field computations.

Parabolic equations

The implementation of parabolic equations is the most popular method
for solving range dependent underwater propagation problems [4]. The
Helmholtz equation, Eq. (2.9), is rewritten in cylindrical co-ordinates:

∂2p

∂r2 + 1
r

∂p

∂r
+ ∂2p

∂z2 + k2
on

2p = 0, (2.22)

where ko = ω/co is the reference wavenumber and n = co/c is the refraction
index. A solution of the form

p (r, z) = Ψ (r, z)S (r) , (2.23)

is assumed, where Ψ (r, z) is an envelope function and S is a range dependent
function. The assumed solution is substituted back into Eq. (2.22) and
separation of variables is applied, yielding

∂2S

∂r2 + 1
r

∂S

∂r
+ k2

oS = 0, (2.24)
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and
∂2Ψ
∂r2 +

(
1
r

+ 2
S

∂S

∂r

)
∂Ψ
∂r

+ ∂2Ψ
∂z2 + k2

on
2Ψ− k2

oΨ = 0. (2.25)

Equation 2.24 is a first order Bessel equation, the solution of which is a first
order Hankel function:

S = H(1)
o (kor) . (2.26)

Using a far-field approximation, kor � 1, Eq. (2.26) simplifies to

S ≈
√

2
πkor

ei(kor−π/4). (2.27)

Substituting Eq. (2.27) into Eq. (2.25) and simplifying yields
∂2Ψ
∂r2 + 2iko

∂Ψ
∂r

+ ∂2Ψ
∂z2 + k2

on
2Ψ− k2

oΨ = 0. (2.28)

Introducing the paraxial approximation, which assumes that the contri-
bution from the second radial partial derivative is negligible, yields the
standard parabolic equation:

2iko
∂Ψ
∂r

+ ∂2Ψ
∂z2 + k2

o

(
n2 − 1

)
Ψ = 0. (2.29)

The parabolic equation can be applied to range dependent environments.
It has the computational advantage over the elliptic reduced wave equation
in that it is a one-way wave equation that can be solved by a highly effi-
cient range-marching solution technique using a range step greater than the
acoustic wavelength. The main disadvantage of parabolic equations is that
their application requires considerable user expertise.

Numerous different numerical means of solving the parabolic equation
exist. These are discussed in detail in the literature [4, 5, 44, 45]. Stan-
dard parabolic equation methods have an intrinsic problem with energy
conservation. Energy loss can occur in propagation up a positive slope,
whilst energy gain can occur in propagation down a slope. This is due
to the slope being considered as a finite number of horizontally stratified
segments, with discontinuous boundaries. To overcome the energy conser-
vation problem either the interface conditions need to be selected carefully,
or a direct sloping-boundary condition can be implemented [46].
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Finite differences and finite elements

Finite differences and finite elements are usually implemented in the time
domain. The finite difference method discretises the inhomogeneous wave
equation in space and time. The finite element method discretises the en-
vironment into regions within which the inhomogeneous wave equation can
be solved analytically, resulting in a linear system of equations. Both meth-
ods, which are geometrically flexible, can provide highly accurate solutions,
as generality is not sacrificed through assumptions and approximations. If
a pulse source is assumed, the energy partitioning of the wave field, that is,
the form and location of the acoustic energy, can be determined as a func-
tion of time [47]. From this, insight into the physical propagation effects
can be obtained. An excessively large computation effort is required. The
field coefficients at each grid point into which the governing wave equation
(finite differences) or physical domain (finite elements) is discretised, are
stored in matrices, which tend to be large, and it is the inversion of these
large matrices that requires intensive computation. Finite differences and
elements are therefore usually just used for providing benchmark solutions
to a problem.

Numerical solutions used in this thesis

Ray tracing and wavenumber integration are the two numerical techniques
for solving the acoustic wave equation used in this thesis. Bellhop [48] ray
tracing software is used for path visualisation because ray tracing is fast,
intuitive, and the results are easily visualised. The environments consid-
ered here are assumed range independent and propagation is over a short
range and wide frequency band. OASES (Ocean Acoustics and Seismic
Exploration Synthesis) wavenumber integration software [49] was therefore
considered ideal for all other modelling.
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2.2 Literature review on Green’s function extraction

Within this section the theory of cross-correlation is introduced. The ear-
liest works showing that the Green’s function between two points can be de-
termined from their temporal cross-correlation are described in Section 2.2.1,
and the theory of why this is true is presented in Section 2.2.2 for cross-
correlations in a uniform homogeneous medium. Further inter-disciplinary
works in Green’s function extraction are then reviewed in Section 2.2.3.

A conceptual argument relating the cross-correlation of surface sources
to the Green’s function between two points in a waveguide is presented
in Section 2.2.4. This chapter concludes with Section 2.2.5, a discussion
of recent literature describing Green’s function approximation from cross-
correlations of sound in the ocean.

2.2.1 Early research on Green’s function extraction from
cross-correlations

It was shown theoretically many years ago [50, 51] that under certain condi-
tions the auto-correlation of an earthquake seismogram mimics the echo of
an explosive at the correlation location. From this theory, it was hypothe-
sised that the cross-correlation of noise traces at two different locations was
related to the Green’s function between these locations [52]. Before this was
conclusively shown on Earth, Duvall Jr et al. [53] showed that time-distance
information could be extracted from temporal cross-correlations of the in-
tensity fluctuations on the solar surface. Farrar and James III [54] related
the cross-correlation of two response measurements on an ambiently excited
structure to the Green’s function of the system.
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2.2.2 Conceptual description of cross-correlations in a uniform
homogeneous medium

Temporal correlation is a measure of the degree of similarity between two
signals as a function of time. The comparison of a signal with a time-
lagged version of itself is termed auto-correlation, while the comparison of
two different signals is termed cross-correlation.

It has been shown [13, 16, 55] that for a homogeneous medium with
sound speed c, the cross-correlation of a uniformly distributed broadband
sound field recorded at two receivers separated by distance L, is continuous
for |t| < L/c, noncontinuous at t = ±L/c, and zero for |t| > L/c. A
graphical explanation of this is presented here.

The cross-correlation of signals recorded at receivers A and B, as a
function of time delay τ , is defined as

CAB(τ) =
∫ ∞
−∞

P (rA, t)P (rB, t+ τ)dt, (2.30)

where P is pressure, rA and rB are the locations of receivers A and B with
respect to an origin, and t is time. The free-field cross-correlation of a
broadband signal from an impulse source at location rs will therefore be an
impulse at time delay

τ = |rB − rS| − |rA − rS|
c

≤ L

c
. (2.31)

Sources that yield a cross-correlation at the same time delay therefore lie
on a hyperbola with its focus at one of the receivers and its asymptotes
intersecting mid-way between the receivers.

The cross-correlations from various source impulse locations are shown
in Figure 2.4. The source/receiver geometries are shown on the left with
their corresponding cross-correlations to the right according to the follow-
ing: (a) a source impulse from anywhere along the line perpendicular to
the A-B axis, and equi-distant from A and B, will be received at both A
and B simultaneously; and (b) the cross-correlation will therefore yield an
impulse with zero time delay. In (c) a source located on the A-B axis closer
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to A and external to the sources is received at B at a time L/c after it is
received at A and hence yields (d) a cross-correlation at τ = L/c. In (e) any
other source that is received at A prior to B yields (f) a cross-correlation
at a time delay of 0 < τ = (L − 2(|A| − |x|))/c < L/c. In (g) summation
of cross-correlations from sources that span the region from τ = 0 through
τ = L/c yields (h) a boxcar function. In (i) inclusion of sources that are
received at B before A (j) fills in the acausal side of the cross-correlation.
Figure 2.4 only shows sources on a semi-ellipse, but due to symmetry a full
ellipse produces an identical response.

The boxcar function and its derivative

dC

dt
= −δ(t− L/c) + δ(t+ L/c), (2.32)

are shown in Figure 2.5. The cross-correlation derivative is seen to be
proportional to the sum of the causal and acausal Green’s functions:

dC

dt
= −G(t) +G(−t). (2.33)

Realistically a band-limited signal is recorded and correlated. A 0.05–
0.2Hz filtered cross-correlation and its time derivative are also shown in
Figure 2.5. Note that the cross-correlation rapidly drops to near zero at
times less than the inter-receiver travel time. The band-limited signal does
not have a zero-frequency component and therefore the phase characteristics
result in peaks in the cross-correlation that do not correspond to peaks in
the Green’s function destructively interfering with one another. The band-
limited cross-correlation time derivative has a waveform like structure. The
peak of this occurs at the same time as for the simplified broadband case.
An isotropic noise distribution yields a symmetric cross-correlation; a one-
sided distribution would give an approximation of only the causal Green’s
function.

The general relationship between the cross-correlation function and the
Green’s function is

− dC

dt
' G(t)−G(−t). (2.34)
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Figure 2.4: Cross-correlation of a source impulse in free space. Figure
details are described in the main text.
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C

Time

Figure 2.5: Free-field cross-correlation examples. Top to bottom: broad-
band noise correlation function (NCF), derivative of the broadband NCF,
filtered (0.05–0.2Hz) NCF, and derivative of the filtered NCF (adapted
from Gerstoft et al. [16]).

Equality is not absolute in Eq. (2.34). Reasons for this will be discussed in
Section 3.1.1.

2.2.3 Interdisciplinary review of Green’s function extraction
from cross-correlations

Approximation of the Green’s function between two points in both open
and closed environments has been more widely studied since Lobkis and
Weaver [7] showed, both theoretically and experimentally, that an approxi-
mation of the Green’s function between two points can be determined from
their temporal cross-correlation within a diffuse ultrasonic field. Their ex-
perimental arrangement and results, as shown in Figure 2.6, are briefly
described here as they provide a simple explanation of the general concepts
governing the extraction of Green’s functions from noise cross-correlations.
A broadband (0.1–0.9MHz) ultrasonic impulse was input to an aluminium
block at point s. Due to the irregular block shape, a long-time pseudo-
diffuse field was created. The pseudo-diffuse field was measured at two
receivers, x and y, and cross-correlated. The cross-correlation was then
compared to the Green’s function between receivers x and y, obtained by
measuring the signal received at y from an impulsive input source at x.
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The cross-correlated field and the Green’s function show good agreement,
but there are discrepancies, particularly in amplitude.

break time,TB52p dN/dv. TB is frequency dependent.
Thus we takeE to have aT- andv-dependent value between
2 and 3, as described elsewhere.21–23 In any case, variations
in E are relatively unimportant compared to the more severe
variations usually found inCss.

We now conclude with a statement that the cross-
correlation function betweenVx andVy , after differentiation
with respect to time, and deconvolving the known functionf
andY* /Y, is

ivC̃xy~v!

f ~v!

Ỹ~v!

Ỹ* ~v!
5

ivṼx~v!Ṽy* ~v!

f ~v!

Ỹ~v!

Ỹ* ~v!

5ũxy~v!5X̃~v!Ỹ~v!G̃xy
Extended~v!.

~20!

After inverse Fourier transforming this is the acausal signal
uxy(t), Eq. ~9!.

Equation~20! has been derived using a modal expansion
valid in finite systems for which the time and/or spatial av-
eraging is finite. There is good reason@cf. the plausibility
argument Eq.~5!# for thinking it valid for open infinite sys-
tems, but a proof thereof has not been given. This is an
important avenue for future research.

IV. SPEED AND ACCURACY OF CONVERGENCE

A priori estimates of the degree of averaging necessary
before the Green’s function actually emerges from the corre-
lation are possible. The derivation above@see discussion fol-
lowing Eq. ~12!# suggests that time averaging of the correla-
tion function over a period comparable to the break time,
Tbreak52p/mean eigenfrequency spacing52p/Dv, should
suffice. In fact, the result is exact if the time integration is
taken over the break time and if an additional average over
all source positions is taken. Break times usually exceed sig-
nal durations and therefore averaging over that much time is
generally going to be impractical. In unbounded bodies, the
break time is infinite. Averaging over all source positions is
clearly impossible; averaging over a few may prove imprac-
tical. Nevertheless, there is reason to think that a more mod-
erate amount of averaging should suffice if the intent is to
construct waveforms over short timest only.

In the propagator description~5! one sees that the signal
at time t1t and positiony is composed of an incoherent
superposition of contributions from a large number of distant
~distancect) positionsx. The number of such positionsx
may be estimated by assigning a cubic~square in 2-D! half-
wavelength to each independent positionx, and calculating a
volume ~area! that contributes at time-differencet of
4pc@ct#2/3D f ~or 2p c@ct#/D f in 2-D! whereD f ' f is the
bandwidth of the Green’s function that is to be recovered.
The number of such positions isN532p( f t)2/3 in 3-D and
8pt f in 2-D. Simple arguments assuming all such positions
contribute equally, but that most contribute essentially noise
and only one of them~the one at the position of the other
transducer! is not noise, then allow one to estimate that the
signal emerges from the noise after a number of averages
greater than the number of positionsN. As an independent

term in the average is contributed at different timest sepa-
rated by 1/D f , we conclude that the correlation function
needs to be assembled from a signal of durationDT
@N/D f . This corresponds toDT@32p t(t f )/3 in 3-D and
DT@8pt in 2-D. In a two-dimensional structure with a
multi-branched dispersion relation, e.g., a thick plate, this
estimate must be augmented by a factor equal to the number
of branches that contribute at the frequency of interest.

V. PRACTICAL IMPLEMENTATION

We have attempted to reconstruct local responses from
diffuse fields in the simple blocklike structure of approxi-
mate dimensions 8031403200 mm3 used in an earlier
report.23 It is illustrated in Fig. 1. The signalsVx , Vy , andVs

were obtained using broadband Valpey–Fisher pin-
transducers for which the greatest sensitivity lies in a fre-
quency range from 0.1 to nearly 2 MHz. The transducers
were oil-coupled. Transient signals were generated by a Me-
trotek ultrasonic pulser, applied to transducers. They were
then amplified by 40 dB using battery-powered Panametrics
preamplifiers, and digitized at 5 MSa/s. A 6.4-ms duration
window of the transient signal~32 000 points! in each of the
three receivers,s, x, andy, was captured, repetition averaged,
and passed to a PC. The capture was then repeated for win-
dows centered on successively later timesTD . A direct ap-
plication of Eq.~20! is not appropriate. The latter part of the
;160-ms signal is significantly weaker than the initial part
of it, as absorption has attenuated it. A direct implementation
of ~20! would effectively discard the great amount of infor-
mation present in the latter parts of the signal.

To use all the information we therefore construct the
following average:

x̃~v!5 (
D51

ND ivṼx
D~v!Ṽy

D* ~v!

f ~v!exp$22g~v!TD%
, ~21!

where the sum is over a series ofND('25) nonoverlapping
successive ‘‘delays,’’ each of widthDT56.4 ms, each cen-
tered on a different timeTD . It may be noted that we have
not attempted to correct for the phaseỸ(v)/Ỹ* (v). The
exponential factor in the denominator is intended to compen-
sate for absorption. In each term the factorsV(v) in the

FIG. 1. Irregular block specimen~dimensions;8031403200 mm3 with
25-mm-diam cylindrical hole! and ultrasonic configuration. A transient pulse
is created ats and the resulting diffuse field is detected simultaneously atx
andy 20 mm apart.
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denominator are constructed from the Fourier transforms of
the signalsV(t) in the delayed time window centered onTD .

Vx and Vy were captured simultaneously with a two-
channel digitizer. If the capture were not simultaneous, small
unavoidable fluctuations in temperature, it can be shown,
will introduce uncontrolled time shifts between the contribu-
tions recovered at large delaysD.

In ~21! the factor f, and the decay rateg, were con-
structed from the power spectral density observed inVs by
fitting uṼs

D(v)u2/E(v,TD) to an exponential time depen-
dence:f (v)exp$22g(v)TD%. Thef andg that are constructed
from this show some random fluctuations that are at least
partly a result of the finite sampling. They are therefore
smoothed by application of cubic splines. Modal density
dN/dv is taken from theory. In three dimensions it is essen-
tially proportional tov2.

The resultingx is inverse Fourier transformed and com-
pared with the direct pitch-catch signalvxy . Figure 2 shows
these two waveforms. Figure 2~a! shows the waveform re-
covered by this process; Fig. 2~b! shows the pitch-catch
waveform obtained by pulsing the transducer atx and cap-
turing the resulting transient aty. The main features of the
direct pitch catch waveform@Fig. 2~b!# are clearly present in
the correlation function@Fig. 2~a!#. One observes the direct

Rayleigh wave, which arrives at 7ms, and the signal due to
a reflection of aP-wave from the bottom at about 30ms. The
high-frequency feature at 25ms is a Rayleigh wave that has
reflected from a nearby edge. These plots confirm the present
assertion; the Green’s functionis present in the correlations
of a diffuse field. There are significant differences between
the plots, however, and the question arises as to their cause.

Theory suggested that convergence is most thorough
when an amount of time of the order of the break time is
cross correlated. In this sample the break time is generally
much greater than the 160 ms of data that was used to con-
struct the correlation.~The break time is 120 ms at 200 kHz,
and scales quadratically with frequency above there.! There-
fore, the lack of perfect correspondence is not unexpected.
Laboratory estimates may be composed for the degree of
fluctuation that might be removed if one were to average
over more time. The plot in Fig. 2~a! shows, in the horizontal
dotted line, the root mean square deviation ofx(t) from its
average among the 20 delays, divided byA20. This level is
an estimate of the apparent error; its magnitude suggests that
the differences between the correlation function and the di-
rect pitch catch signal would be reduced with more averag-
ing.

One way to do more averaging is to capture more than
160 ms. Unfortunately, the signal above 700 kHz and beyond
160 ms contains substantial noise and is not useful; high
frequencies are too rapidly absorbed. To improve the conver-
gence, we therefore eliminated the signal above 700 kHz by
digital filtering, and captured a total of 50 delays, over 320
ms. The result is shown in Fig. 3, where it is compared with
the digitally filtered direct pitch-catch signal. The agreement
is much better.

Nevertheless, discrepancies remain. In an attempt to de-
crease these discrepancies, and in light of the theoretical in-
dications that averaging over source positionss may be use-
ful, the process is repeated for eight positions of the sources.
The average of these~with a fixed new choice for positionsx
andy! is shown in Fig. 4. Figure 4~a! shows the comparison

FIG. 2. ~a! Correlation functionx(t) recovered from 161 ms of broadband
diffuse data generated by an impulse at a single distant points. The dotted
line indicates the estimated rms statistical error.~b! Broadband direct
‘‘pitch-catch’’ signal fromx to y.

FIG. 3. Comparison of correlation function~solid line! and direct pitch
catch signal~dashed line! after low-pass filtering, and including 350 ms of
diffuse field data.
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Figure 2.6: (top) Impulse source creates pseudo-diffuse field in a block,
which is detected at receivers x and y; (bottom) the cross-correlation of the
signals (solid line) is compared to the signal (dashed line) which would be
received at y given an impulse source at x (source: Lobkis and Weaver [7]).

A diffuse field is one in which the modal amplitudes are uncorrelated ran-
dom variables. Although the block specimen was irregular, it was not loss-
less, and hence a source input at only one location would not precisely sat-
isfy the diffuse field requirement, explaining why only a pseudo-diffuse field
was created experimentally. The theory of Lobkis and Weaver explained
how the relationship between the cross-correlation and Green’s function is
dependent upon the work done by the source on each mode, and hence am-
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plitude equality will not be obtained if the diffuse field requirement is not
met. They showed that increased temporal averaging and increased spatial
averaging through the use of multiple source locations results in a field that
more closely satisfies the diffuse field requirement, and therefore decreases
the discrepancies between the cross-correlation and the Green’s function.

The concepts of Lobkis and Weaver [7] were extended by Derode et
al. [56] who showed that the Green’s function can be conditionally recov-
ered in an open scattering medium. They concluded that although the
Green’s function can be determined from cross-correlations from a single
source within a lossless closed cavity in which it is assumed that the eigen-
modes do not degenerate, the Green’s function will only emerge from cross-
correlations within an open scattering medium if they are summed over
a perfect time-reversal mirror. Wapenaar [57] and Van Manen et al. [58]
demonstrated that retrieval of the Green’s function through summed cross-
correlations can also be achieved in an inhomogeneous medium.

Extraction of the Green’s function by cross-correlation has been applied
to practical applications not just in helioseismology, structural engineering
and ultrasonics, but also in other fields. In addition to the works of Lobkis
and Weaver [7] and Derode et al. [56], numerous other significant contribu-
tions in cross-correlations of ultrasonic diffuse wavefields exist [8–10, 59].
Extensive studies on cross-correlations of ambient seismic noise have been
presented [12–15, 17–19, 60, 61]. Curtis et al. [28] published an extensive re-
view paper on seismic noise cross-correlation, and Bensen et al. [62] included
a comprehensive review and comparison of existing seismic noise data pro-
cessing techniques in their work. Green’s function estimates from noise
have also been applied to structural health monitoring [63], moon seismic
noise [20], and human skeletal muscle noise [21].
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2.2.4 Conceptual description of cross-correlations in a simplified
isovelocity ocean waveguide

In its most general form the ocean can be considered as a waveguide bounded
by a free-surface above and the seafloor below. If spreading and attenuation
losses are ignored, an impulse source signal at location A will be recorded
at a second location B as an infinite set of impulses at time lags that corre-
spond to the acoustic travel paths between A and B. Consider the first three
arrivals only: the direct path, surface reflected path, and bottom reflected
path. The order of arrival of the latter two depends upon the locations of
A and B. These three paths and the corresponding arrivals recorded at B
are shown in Figure 2.7(a).

Figure 2.7: Waveguide without losses. (a) Green’s function between re-
ceivers A and B showing direct (red), surface reflected (green), and bottom
reflected (blue) paths with corresponding Green’s function shown to the
right. (b)–(c) Surface sources that yield (b) direct path, and (c) direct and
single reflected paths, with corresponding cross-correlations shown at the
far-right (adapted from [64]).

The ocean sound field is dominated by sources at or near the surface.
Surface sources that are received by both A and B with a lag time equal to
the direct path travel time are shown in Figure 2.7(b). Note that for the lag
time to be correct, the ray path from the sources must pass through both
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receivers. The cross-correlation of these sources at A and B is an impulse
at the direct path arrival time. All surface sources that contribute to the
first three arrivals are shown in Figure 2.7(c).

The sources that sum constructively in the Green’s function approxi-
mation do not span the ocean surface uniformly. If ocean surface noise is
assumed to be uniform in generation, signals from sources whose paths do
not contribute to Green’s function time lags will be recorded and corre-
lated. These cross-correlations would, by themselves, yield an arrival at an
incorrect time; however, if a uniform band-limited source field exists, all of
the cross-correlations from source signals that do not pass through both re-
ceivers cancel due to destructive phase interference. The finer mathematical
details of why this occurs are too extensive to present here; however, a de-
tailed stationary-phase theoretical explanation of this concept is presented
in Sections 3.1.1, 3.1.2, and 3.1.3.

2.2.5 Review of Green’s function extraction from
cross-correlations in the ocean

Realistic ocean environments are far more complex than the generalised
environment considered in Section 2.2.4. Refraction within the water col-
umn and at the water-sediment interface, spreading and attenuation losses,
and uneven source distributions, mean that Green’s function approximation
is not as straightforward as the conceptual argument presented here may
suggest. Several papers that have investigated important concepts relating
cross-correlations in realistic ocean environments are discussed here.

Roux and Fink [29] showed theoretically and through simulation that
the Green’s function between two points can be determined by summing
either the cross-correlations from a vertical line of sources that are located
in the same plane as the two receivers, external to the two receivers, or
from summing the convolution of the signals received from a vertical line
of sources located co-planar between the two receivers. Their theory is
based upon three main assumptions: the medium of interest is reciprocal
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(i.e., fluctuations of the signal due to changes in the channel environment,
such as currents or internal waves, can be assumed to be negligible); modal
orthogonality holds (i.e., the water column contains sufficient sources that
span the entire water column and density gradients are negligible); and
the modal continuum of the acoustic bottom can be neglected (i.e., the
range between the two receivers is sufficiently large). Using time-reversal,
they compared back-propagated fields generated by the estimated Green’s
function with those generated by the exact Green’s function and concluded
that for both range independent and range dependent environments:

• the size and location of the focal point is virtually independent of
source spacing;

• the spatial and temporal side-lobes within the back-propagated signal
are suppressed sufficiently if the depth between successive sources is
not greater than the smallest wavelength of the source spectrum;

• the focal spot is distorted if the sources do not span the entire water
column;

• if there are insufficient sources, modal orthogonality does not hold
and the estimated Green’s function is erroneous in both phase and
amplitude; and

• even if there are sufficient sources within the water column, the phase
term of the estimated Green’s function will be correct, but the am-
plitude term will remain erroneous.

Sabra et al. [15] presented theory and simulations demonstrating the re-
lationship between time-averaged cross-correlations of noise generated at
the sea surface by wave processes, and the Green’s function between two
hydrophones. Sabra et al. [27] also correlated noise from 150–700Hz exper-
imental noise data. Their sound field was dominated by croaker fish rather
than surface generated noise, but due to the near isotropic distribution of
the fish, they were able to obtain good estimates of the direct path travel
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times between elements of a bottom mounted hydrophone array. They used
these times to perform array self-localisation and self-synchronisation.

Using a vertical array of hydrophones, ocean noise cross-correlation has
been used to approximate seafloor structure via passive fathometry [65, 66].
If the noise source is assumed to be completely uncorrelated surface noise,
the estimated layer profile has been shown to have amplitudes that are
proportional to those of an echo sounder at the same depth as the array [67].

Roux et al. [25] theoretically investigated the relationship between the
time-averaged cross-correlation function and the Green’s function for vol-
ume and surface sources as well as shipping noise. Their simulations of the
cross-correlation function for the surface noise model agreed with the tem-
poral structure of the Green’s function. Roux et al. [25] also showed exper-
imentally that if sufficiently long cross-correlation time windows are used,
for a single ship track passing through the end-fire plane, which is defined
as the plane containing the hydrophone array, of a pair of hydrophones, the
signal from the end-fire location dominates the cross-correlation function.
They presented simulations for sources located at various distances along
the end-fire direction from the hydrophones and showed that the resulting
summed cross-correlation peaks emphasised different parts of the Green’s
function, depending on the source range. From this they concluded that if
a sufficiently large collection of random events is recorded, the structure of
the complete Green’s function can be obtained.

The works described in this section all further the understanding of
Green’s function extraction from ocean noise cross-correlation. The gaps in
the literature identified in Section 1.1 are not due to weaknesses in previous
works, rather the field of ocean acoustic interferometry is young, and many
ideas have therefore yet to be fully explored.
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Chapter 3

Active Source Ocean Acoustic
Interferometry Theory

Using a stationary phase argument, this chapter explores the relationship
between cross-correlations from active source configurations to two receivers
within a waveguide, and the time domain Green’s function between the two
receivers. This approach is termed active source ocean acoustic interferom-
etry (OAI), as it is related to classical and seismic interferometry [28], where
interferometry refers to the determination of information from the interfer-
ence phenomena between pairs of signals. The theoretical formulations and
simulations presented here provide a basis for understanding active source
OAI, and will be useful for explaining experimental results in Chapter 6.

The method of stationary phase is applied to simple reflective water col-
umn environments, providing an alternative theoretical means of describ-
ing and understanding the physics governing the cross-correlation of such
a source configuration, and how this can be used to extract an amplitude
shaded time domain Green’s function (i.e., a Green’s function convolved
with amplitude factors). This work is distinct from work presented by
Roux and Fink [29], Sabra et al. [15], and Snieder et al. [30], in that a sta-
tionary phase derivation is applied here to a vertical column of sources in a
waveguide. A detailed physical and mathematical discussion of spurious ar-
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rivals obtained in connection with OAI is presented. Numerical simulations
of these environments support the theory. A refractive environment with
more realistic water column, sediment, and bottom parameters is also anal-
ysed through numerical simulations. Although these geometrically simple
scenarios are chosen as they allow for easier understanding of the results,
the underlying concepts are also applicable to complex environments. Both
the unstacked (unsummed) cross-correlations as a function of depth and the
stacked (summed over depth) cross-correlations are analysed. The effect of
limiting the sources to the water column is discussed and it is shown that
the accuracy of OAI increases if the source column is extended through the
sediment. The spurious arrivals obtained here are compared with those ob-
tained by Sabra et al. [15] and Snieder et al. [30]. The manifestation of these
aberrations are distinct in each case and these differences are explained by
considering the different environments and geometrical set-up used in each
case.

Three specific source configurations are introduced and explained: ver-
tical source column, horizontal straight line towed source, and horizontal
hyperbolic towed source.

A significant proportion of the work in this chapter has been published
by the author in a 2007 journal paper [26].

3.1 Vertical source column

Consider the waveguide depicted in Figure 3.1. The x, y and z directions are
defined as the horizontal axis, the axis in-and-out of the page, and the verti-
cal axis, respectively. A vertical plane of sources spanning the water column
(i.e., the z-direction) and extended towards infinity in the y-direction, and
spaced sufficiently close to one another such that the highest-order mode
that significantly contributes to the Green’s function is sufficiently sampled,
would form a perfect time-reversal mirror, meeting the requirements for de-
termination of the Green’s function between two points via cross-correlation
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methods [29, 56]. However, it has previously been shown that only sources
in the end-fire plane, that is, the same vertical plane as the two receivers
(in Figure 3.1 this is the plane of the page), will contribute significantly to
the cross-correlation

An expression for the cross-correlations of the signals received at two
locations A and B, from a vertical column of sources, has previously been
derived by Snieder et al. [30]. A summary of this derivation, adapted to
the geometry being considered, is presented here. The signals from a set of
sources received at A and B are

uA(ω) =
∑
S

ρsG(rA, rS)SS(ω)

uB(ω) =
∑
S′
ρs′G(rB, rS′)SS′(ω),

(3.1)

where ρs is the density of the acoustic medium, in this case the water
column, at the source, S, G(rψ, rS) is the full Green’s function between the
source and receiver ψ, where ψ = A or B, and SS(ω) and SS′(ω) are complex
frequency source spectra of sources S and S ′ respectively. Cross-correlating
the two expressions in Eq. (3.1) yields

CAB(ω) =
∑
S,S′

ρsρs′G(rA, rS)G∗(rB, rS′)SS(ω)S∗S′(ω), (3.2)

where ∗ denotes the complex conjugate. If it is assumed that the sources are
uncorrelated, the cross-terms, S 6= S ′, equate to zero, and hence Eq. (3.2)
simplifies to

CAB(ω) =
∑
S

ρ2
sG(rA, rS)G∗(rB, rS)|S(ω)|2. (3.3)

For a vertical line of sources that is uniformly distributed (source spacing
≤ λmin) within the vertical plane containing receivers A and B, external to
the two receivers, and closer to B, the cross-correlation becomes:

CAB(ω) = |ρsS(ω)|2n
∫ D

0
G(rA, rS)G∗(rB, rS) dz, (3.4)

where n is the number of sources per unit length. The lower bound of the
integral is 0 since the waveguide has a free surface at z = 0 and the upper
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bound is the waveguide depth, D, since there are no reflective surfaces below
this depth. This summed cross-correlation can, in the time domain, be de-
termined from real or simulated data by calculating the cross-correlation for
each source depth and then summing (also known as ‘stacking’) the result.
The sum of the cross-correlations is related to the Green’s function between
A and B. This relationship is derived here for reflective environments using
the method of stationary phase [68].

A

B

S
(x ,0,z )B B

(x ,0,z )A A

(0,0,z )

D

G reflection coefficient

fA

fB

Figure 3.1: Source-receiver geometry and notation: the source S is located
at (0,0,z), and receivers A and B are located at (xA,0,zA) and (xB,0,zB)
respectively within a waveguide of depth D.

The 3D Green’s function within a homogeneous medium is [4]

Gf (R) = eikR

4πR , (3.5)

where k is the wave number and R is the distance from the source. The
full Green’s function at each receiver can be written as the superposition of
the direct and reflected waves. If the medium is an isovelocity waveguide,
bounded above by a free surface and below by a reflective bottom with
amplitude reflection coefficient Γ, the Green’s function between the source,
S, and receiver, ψ, is written in terms of the waveguide and source-receiver
geometry [1] as

G(rψ, rS) =
∞∑

bψ=0
ΓbψGf

(√
x2
ψ + (2bψD + z ± zψ)2

)

+
∞∑

bψ=1
ΓbψGf

(√
x2
ψ + (2bψD − z ± zψ)2

)
,

(3.6)
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where bψ is the number of bottom bounces for a given path, and D is the
depth of the waveguide. The first term on the RHS includes all up-going
waves and the second term includes all down-going waves as measured from
the source.

Inserting Eq. (3.6) into the summed cross-correlation, Eq. (3.4), yields
an expression for the cross-correlation that consists of the sum of the inte-
grals of all possible combinations of the interaction between any path to the
first receiver and any path to the second. Although the cross-correlation
includes the sum of all path interactions, each path interaction can be anal-
ysed separately and summed together at the end to yield the complete so-
lution. Hence, only one of these individual interactions is considered here.
Substitution of Eq. (3.5) into Eq. (3.4) (i.e., cross-correlation between two
arbitrary paths), yields, for the integral term:

I = ΓbA+bB

(4π)2

∫ eik(LA−LB)

LALB
dz, (3.7)

where bψ is the number of bottom bounces for the path to receiver ψ, where
ψ = A or B, and Lψ =

√
x2
ψ + (2bψD ± z ± zψ)2 is the length of the given

path between the source, S, and receiver, ψ. The sign in front of z is
positive when the wave departing the source is up-going and negative when
it is down-going. Similarly, the sign in front of zψ is positive when the wave
arriving at the receiver is down-coming and negative when it is up-coming.

3.1.1 Stationary phase evaluation

Consider the integrand of Eq. (3.7). Since 1/(LALB) varies slowly and the
phase k(LA−LB) varies quickly within the region of interest, rapid oscilla-
tions of the numerator eik(LA−LB) over the integrand allow for the integral,
Eq. (3.7), to be solved via the method of stationary phase [68]. Similar in-
terferometric integrals have been solved by others [13, 15, 30]. Here the idea
of Snieder et al. [30] is followed, but a vertical rather than horizontal line of
sources is assumed, and also the theory is extended to a waveguide.
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Consider the phase term k(LA−LB). The length dependent component,
LA−LB, is the only part that fluctuates over the line integral. The station-
ary points of the integrand are therefore found by evaluating the partial z
derivative of the length dependent part of the phase term, and setting this
equal to zero. The source location dependent phase term is

L = LA − LB

=
√
x2
A + (2bAD + αAz ± zA)2

−
√
x2
B + (2bBD + αBz ± zB)2,

(3.8)

where αψ = 1 denotes an up-going wave, and αψ = −1 denotes a down-going
wave, as measured from the source. The partial differential of Eq. (3.8) with
respect to z is

∂L

∂z
= αA

(
2bAD + αAz ± zA

LA

)
− αB

(
2bBD + αBz ± zB

LB

)
. (3.9)

Writing Eq. (3.9) in terms of the acute angle between the path and the
vertical, φψ , at the point of departure from the source (see Figure 3.1),
yields

∂L

∂z
= αA cosφA − αB cosφB. (3.10)

Setting the partial z-derivative to zero yields φA = φB when αA = αB (i.e.,
both waves depart as either up-going or down-going), and φA = π − φB

when αA = −αB (i.e., one wave departs as up-going and the other as
down-going). Since both φA and φB are less than π/2, the latter equation
has no solutions. Thus a stationary point, defined as a point with geometry
satisfying ∂L

∂z
= 0, will only occur when both signals depart the source at the

same angle. Therefore, the path to the further receiver passes through the
closer receiver, as shown in Figure 3.2 for four different paths. Remember
that the above derivation holds for any single set of path combinations (i.e.,
it is true for the direct paths to A and B, for the bottom reflected path to
B and the bottom-surface-bottom reflected path to A, and for any other
two path combinations), but that the cross-correlation includes the sum
of all these path combinations. Not all path combinations will exhibit a

40



Vertical source column

stationary point; for example, the direct path (i.e., no reflections) to A and
any boundary interacting path to B will never satisfy φA = φB since φB
will always be less than φA.

A

B

S1

f =f =fB A

A

B

S2

A

B

S4

A

B

S3

 (a)          (b)

 (c)          (d)

Figure 3.2: Examples of wave paths that correspond to stationary points
satisfying φA = φB = φ: (a) direct wave, (b) surface reflected wave, (c)
bottom reflected wave, and (d) surface and bottom reflected wave, between
the receivers.

The cross-correlation integral, I, Eq. (3.7), can be rewritten within the
region of a given stationary point, zs, as

I(zs) ≈
ΓbA+bB

(4π)2
1

LA(zs)LB(zs)

∫ ∞
−∞

eik(LA(z)−LB(z)) dz. (3.11)

Realistically, the sources exist over the finite limit (0, D); however, extension
of these limits to infinity is valid as virtual sources exist over an infinite
limit. The phase term can be approximated as a truncated Taylor series
within the neighbourhood of any stationary point:

L(z) ≈ L(zs) + (z − zs)2

2

(
∂2L

∂z2

∣∣∣∣∣
z=zs

)
, (3.12)

with
∂2L

∂z2

∣∣∣∣∣
z=zs

= sin2 φs

(
1

LA(zs)
− 1
LB(zs)

)
, (3.13)
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where φs = φA = φB is the acute (relative to the vertical) departure angle
from the source at the stationary point, zs. Since Eq. (3.12) is evaluated
in the region of a stationary point, which is defined as a location where
∂L
∂z

= 0, the first order term in the Taylor expansion is also equal to zero.
Substituting the phase term and its second derivative, at the stationary
point, into the truncated Taylor series, Eq. (3.12), and rewriting the integral,
Eq. (3.11), assuming that LA(zs) > LB(zs) (which is valid since the source
is closer to B than to A), yields

I(zs) = ΓbA+bB

(4π)2
eik(LA(zs)−LB(zs))

LA(zs)LB(zs)

×
∫ ∞
−∞

exp
(
−ik (z − zs)2

2 ξ sin2 φs

)
d(z − zs),

(3.14)

where ξ = LA−LB
LALB

= 1
LB(zs) −

1
LA(zs) is the ratio of the difference in path

lengths to their product. The term outside the integral takes into account
the path lengths and reflection coefficients for the stationary point, and
the term inside the integral accounts for the propagation variation in depth
relative to the stationary point depth. Equation (3.14) is a Fresnel integral
and can therefore be solved by making the substitution k (z−zs)2

2 ξ sin2 φs =
π
2 τ

2:

I(zs) = ΓbA+bB

(4π)2
eik(LA(zs)−LB(zs))

LA(zs)LB(zs)

× 2
√

π

kξ sin2 φs

∫ ∞
0

exp
(
−iπ2 τ

2
)
dτ

= ei(3π/4) ΓbA+bB

sinφs

√
ξ

8kπ Gf (R (zs)) ,

(3.15)

where R(zs) = LA(zs) − LB(zs) is the path length between A and B. In-
clusion of the source factor, n|ρsS(ω)|2, from Eq. (3.4), and the relationship
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k = ω/c, yields for the cross-correlation between signals at A and B:

CAB(ω) =
∑
zs

n|ρsS(ω)|2I(zs)

= ei(3π/4)n|S(ω)|2

×
∑
zs

ΓbA+bBρ2
s Gf (R (zs))
sinφs

√
ξc

8πω

,
(3.16)

where the summation is over all stationary points.
The relationship in Eq. (3.16) between the cross-correlation of the signals

received from a vertical column of sources located in the same vertical plane
as two receivers, CAB(ω) (LHS), and the Green’s function, Gf (RHS), is
seemingly complicated. The cross-correlation yields an estimation of an
amplitude and phase shaded Green’s function (i.e., a Green’s function that
is multiplied by amplitude and phase dependent weighting coefficients). The
phase shading is simply a 3π/4 phase shift. If the summed cross-correlations
are multiplied by e−i(3π/4), phase information, and hence travel times, of the
amplitude shaded Green’s function can be determined.

The amplitude shading consists of numerous components:

• constant - inverse source spacing term n, medium density term ρ2
s,

sound speed term
√
c, and a 1/

√
8π factor;

• path dependent - phase term ΓbA+bB , source departure angle term
sinφs, and path length term ξ = 1

LB(zs) −
1

LA(zs) ; and

• frequency dependent - source spectrum term |S(ω)|2 and frequency
factor 1/

√
ω.

Correcting for the constant components is straightforward if the source
geometry and medium density and sound speed are known. The frequency
dependent terms can be corrected for only if the source spectrum is known.
It will, however, be difficult to obtain the correct amplitudes for the path
dependent terms since these will be different at each stationary point.
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The cross-correlation equation, Eq. (3.16), is in this particular form due
to the mismatch between a 3D Green’s function and a 1D source distribu-
tion, as commented by Snieder et al. [30]. If a 2D plane instead of the 1D
column of sources were used, Eq. (3.4) would be a double integral spanning
both the z and y directions, which could be solved as a product of two
stationary phase integrals. If either a 2D plane of sources or the far-field
approximation of the 2D Green’s function, G(R) = eikr/

√
r, were incorpo-

rated, there would not be a dimensionality mismatch, and the sum of the
cross-correlations from all sources, Eq. (3.16), would be

C̃AB(ω) = −in|S(ω)|2

×
∑
zs

(
ΓbA+bBρ2

s Gf (R (zs))
sinφs

× c

2ω

)
,

(3.17)

where n is the number of sources per unit surface area for the plane of
sources or the number of sources per unit length for the column of sources.
Note that there is now no term, apart from the Green’s function, containing
LA(zs) and LB(zs), and therefore the amplitude shading is only dependent
on the travel path through the ΓbA+bB and sinφs terms.

Because of the i/ω factor in Eq. (3.17), the time domain Green’s function
is proportional to the time-derivative of the summed cross-correlations [11,
13, 15]. Due to a mismatch between the source dimensions and the Green’s
function, the frequency factor is only 1/

√
ω in Eq. (3.16). Combining the

phase and frequency terms gives e−i(3π/4)/
√
ω = i/

√
−iω. This factor can

be corrected for with a π/2 phase shift, and a 0.5 order fractional time
derivative [30, 69]. Note that the e−i(3π/4) phase multiplication mentioned
earlier is incorporated here.

3.1.2 Incorporation of sediment layers

When the water column is bounded by fully reflective boundaries, as as-
sumed for the preceding derivation, all of the energy is contained within the
water column and truncation of the cross-correlation integral in Eq. (3.4) is
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avoided. The addition of sediment layers can cause truncation errors since
the true integral will then extend to infinity, or at least to the basement
(the continental or oceanic crust below the sedimentary layers), to account
for sound that interacts with the sediment:

CAB(ω) = |ρsS(ω)|2n
∫ ∞

0
G(rA, rS)G∗(rB, rS) dz. (3.18)

If the source column is restricted to the water, the calculated integral still
ceases at D and the stacked cross-correlations yield a poorer estimation of
the frequency and phase shaded Green’s function. Consider as an exam-
ple a purely theoretical reflective environment, with constant sound speed,
consisting of a water column and M sediment layers. The length of any
path between the source, S, and receiver, ψ, becomes

Lψ =

√√√√√x2
ψ +

(
2pD +

M∑
m=1

(2qmDsm)± z ± zψ
)2

, (3.19)

where p and qm are the multiple order (the number of reflections off the
bottom of the layer plus the number of refractions into the layer from below)
in the water and each sediment layer, m, and Dsm is the depth of the mth

sediment layer. The stationary phase condition is still φA = φB; however,
there exist paths satisfying this condition whose path length differences
are not identical to any of the Green’s function path lengths, direct or
otherwise, between the two receivers. For example, in Figure 3.3(a) the
path to receiver B is a reflection from the sediment-water interface. The
path to receiver A is a transmission through this interface, a reflection from
the basement and a transmission back into the water. The stationary phase
condition of φA = φB is satisfied; however, the path length difference is

L =
√
x2
A + (2D + 2Ds − z − zA)2

−
√
x2
B + (2D − z − zB)2,

(3.20)

which, in general, differs from the path length of any wave that travels be-
tween the two receivers, and therefore should not contribute to the Green’s
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function. The arrival due to this stationary point is therefore called a ‘spu-
rious’ arrival. Note that the path length difference and hence the time at
which spurious arrivals occur is dependent on the horizontal distance sep-
arating the source column from the receivers. If the column of sources, S,
were extended into the sediment (sources in the sediment are denoted S ′),
a second stationary point would exist, as shown in Figure 3.3(b), cancelling
the contribution of the water-source stationary point.

A

B

sediment

S A

B

S’

 (a)                 (b)

Figure 3.3: Example of (a) water source, S, and (b) sediment source, S ′,
stationary points that have the same path length to each receiver, and
therefore the same path length difference. They are opposite in phase and
therefore cancel with one another and do not contribute to the Green’s
function.

In order for the equal amplitude criterion to be met, when sources span
an area of varying impedance the amplitude of the cross-correlations should
be normalised by division with ρsc

sin θs . In practice this normalisation factor
can be difficult to incorporate since the angle of departure from the source
is variable. If, however, only changes in density are considered, then the
normalisation is simplified and the cross-correlations need only be divided
by the density at the source location before summing.

More complex paths may exhibit multiple stationary points, located in
both the water column and the sediment, corresponding to a particular
path length difference; however, they will sum to zero so long as the source
column spans all paths that have a stationary point.

Truncations in the integral of Eq. (3.18) may also be apparent as peaks
in the summed cross-correlation at time intervals corresponding to cross-
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correlations between paths from sources located at the water-sediment in-
terface. Consider, as an example, the paths depicted in Figure 3.4(a)-(c).
As sources closer to the water-sediment interface are considered, the direct
paths, shown as solid lines in Figure 3.4(a), converge to the direct paths
from a source in the sediment, shown as dashed lines in Figure 3.4(a). At
the bottom of the sediment these paths converge with the bottom bounce
paths, shown as solid lines in Figure 3.4(b), which in turn converge to the
dashed paths shown in Figure 3.4(c) at the water-sediment interface.

Sediment sources would, of course, be difficult to incorporate experi-
mentally. The theory here is therefore important for understanding how
the more realistic configuration in which the sources are limited to the wa-
ter column will affect the summed (over all sources) cross-correlation. If
the sources in the sediment are not included in the summation, discontinu-
ities in the integral will exist at the water-sediment interface for the water
source paths in Figure 3.4(a) and (c). The path length difference for this

A

B

S A

B

S’

A

B

S

S’

S’

 (a)          (b)

 (c)

Figure 3.4: The direct paths, solid lines in (a), and bottom bounce paths,
dashed lines in (c), are linked via a continuous transition through sediment
source configurations (b); a truncation of the integral results in a discon-
tinuity in the arrival structure of the paths if sediment sources are not
considered.
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discontinuity is

∆L =
√

(D − zA)2 + x2
A −

√
(D − zB)2 + x2

B

−
(√

(D − zA + 2Ds)2 + x2
A −

√
(D − zB + 2Ds)2 + x2

B

)
,

(3.21)

where Ds is the depth of the sediment. If the sediment is shallow (Ds �
D), these discontinuities may not be observable in the summed cross-
correlations since the path length differences for a source at the sediment-
water interface will be small; however, if the sediment is deep, the disconti-
nuity may be observed as two distinct spurious peaks separated temporally
by ∆L/c.

Restricting the sources to the water column can therefore lead to spu-
rious peaks in the cross-correlation function. If the sources are extended
through the sediment and the cross-correlation function is normalised by
the density at the source, these spurious peaks may be avoided.

3.1.3 Spurious arrivals

Snieder et al. [30] and Sabra et al. [15] determined that spurious arrivals
also exist for their particular geometries and environments. The spurious
arrivals that they discuss and the ones described here are all due to the
volume of interest not being fully enclosed by sources (i.e., acoustic paths
exist between the volume of interest and the external environment that are
not sampled, or intersected, by the source line or plane). Each of these
aberrations are, however, distinct.

The spurious arrivals described in Section 3.1.2 occur when the sources
are limited to the water column. The integral does not extend to infinity
resulting in two causes of spurious arrivals. As the source approaches the
upper and lower boundaries, the surface and the basement, different paths
will converge. Hence, when the sources are contained within the water col-
umn, paths which would converge at the sediment bottom do not converge,
creating a gap in the cross-correlation integral. Spurious peaks therefore
occur at these path discontinuities. The second mechanism of spurious ar-
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rivals is a stationary-phase contribution from a source in the water column
that does not actually contribute to the full Green’s function, such as de-
scribed in Section 3.1.2 in conjunction with Eq. (3.20). This contribution
occurs from cross-correlations between waves that are reflected at the water-
sediment interface and waves that pass into the sediment. It should cancel
with a stationary-phase contribution of equal amplitude and opposite phase
from the sediment. For example, the contribution from the cross-correlation
of the paths in Figure 3.3(a) cancels with that from Figure 3.3(b). When
these sediment sources are not included a false peak will be recorded.

Sabra et al. [15] modelled time-averaged surface generated ambient noise
using a horizontal plane of point sources at a constant depth in a waveguide.
The spurious arrivals they described are caused by stationary-phase contri-
butions from cross-correlations between a wave that initially undergoes a
surface reflection and one that does not. For an isovelocity water column
one wave departs at an angle of φ from the horizontal, and the other departs
at an angle of −φ. These stationary points are intrinsic to the horizontal
source configuration. If the depth of the plane of sources is reduced, the
spurious peaks converge to the same time delay as the true Green’s function
paths; however, they are π out of phase and will still result in shading of
the Green’s function.

Snieder et al. [30] used a horizontal line of evenly spaced sources in a
homogeneous medium, with one or more horizontal reflectors below and no
free surface above. The assumption of there being no free surface means
that the spurious paths described by Sabra et al. did not exist in Snieder’s
analysis. The spurious arrivals described by Snieder et al. are due to false
stationary-phase contributions caused by cross-correlation of waves reflected
from distinct reflectors, which occur due to the sources only being in the
upper layer. To eliminate these spurious multiples, a second surface of
sources would have to be included below the bottom reflector.
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3.1.4 Variations in sound speed profile

Introduction of a varying sound speed profile will further complicate the
problem. A conceptual argument describing the effect of a sloped sound
speed profile specific to the source geometry under consideration is pre-
sented here.

Consider the geometry of Figure 3.5. The downward refracting sound
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Figure 3.5: (a) Waveguide with a downward refracting sound speed profile.
(b) Geometry associated with the curved ray paths, PA and PB, from the
source to the receivers A and B respectively.

speed profile results in curvature of the ray path towards the region of lower
sound speed. The linear distance that sound travels from source to receiver
ψ is

∆rψ =
√

(xψ − x)2 + (zψ − z)2. (3.22)

Also, using the cosine rule:

∆r2
ψ = 2R2 − 2R2 cos θψ. (3.23)

Equating Eq. (3.22) and Eq. (3.23), and rearranging to express in terms of
θψ yields

θψ = cos−1
(

1− (xψ − x)2 + (zψ − z)2

2R2

)
. (3.24)
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The length dependent component of the phase term of Eq. (3.7) becomes

L = PA − PB = R(θA − θB). (3.25)

Differentiating Eq. (3.25) with respect to z and simplifying yields

∂L

∂z
= z − zA

sin θA
+ zB − z

sin θB
. (3.26)

The partial z-derivative is equal to zero when

z − zA
sin θA

= z − zB
sin θB

. (3.27)

The curvature of the ray path in Figure 3.5(b) has been exaggerated so
that the geometry can be more clearly seen. Small changes in sound speed
profile will refract the ray path only slightly and hence the radius R becomes
large and angles θA and θB become very small. Using this small angle
approximation, equality of Eq. (3.27) is achieved when the origins of arcs PA
and PB coincide. The stationary phase condition is therefore still achieved
when the ray path to receiver A passes through receiver B.

Using a ray-geometric approximation, Snieder et al. (Appendix A of [30])
present work that generalises their arguments for the direct wave in a homo-
geneous medium to a direct wave in a heterogeneous medium with variations
in velocity that are sufficiently smooth for ray theory to remain applicable.
The environment and geometry used here are different to that of Snieder
et al.; however, the idea of generalising from a homogeneous to a heteroge-
neous medium is the same.

3.1.5 Generalised environment

The environments considered in the previous sections all have simplifying
assumptions. It needs to be confirmed that the theory does, indeed, carry
over to more realistic environments. An understanding of differences that
may present themselves, and also of potential limitations that a more real-
istic environment may present, is therefore important.
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In a realistic environment, attenuation as well as the aforementioned
variations in sound speed profile and the effect of sediment layers needs to
be considered. The inclusion of attenuation adds complications since it will
generally result in the paths not cancelling exactly; the degree to which
they will cancel one another is environment dependent.

In a generalised environment, the mathematics becomes more complex;
however, the fundamental ideas hold. An amplitude and phase shaded
Green’s function will still be obtained by summing the density normalised
source cross-correlations, so long as the source column spans the water col-
umn and all underlying sediments. The effect of limiting the sources to the
water column, upon the similarity between the summed cross-correlations
and the shaded Green’s function, is environment dependent.

3.1.6 Simulations

Three simulation environments were selected to clearly demonstrate appli-
cation of OAI from a physical perspective. The Green’s function between
two receivers is approximated using the OAI approach for a vertical line of
sources. OASES [49] was used for both the OAI approach and to compute
the true Green’s function between the receivers. The theory derived via the
method of stationary phase in previous sections is used only for discussion
purposes.

The environments, depicted in Figure 3.6, comprise (a) an isovelocity
waveguide with a purely reflective bottom; (b) a completely reflective en-
vironment with an isovelocity waveguide and an isovelocity sediment layer;
and (c) a more realistic environment with a downward refractive sound
speed profile (SSP) waveguide, and an upward refractive SSP sediment
layer. Receivers A and B are located at depths of 80m and 50m, respec-
tively. The two receivers are separated 100m horizontally. A column of
sources, spaced at 0.5m increments, spans the water column in the same
vertical plane as the two receivers, 40m to the right of receiver B. The
source is a Ricker wavelet with a centre frequency of 350Hz.
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Figure 3.6: Simulated waveguide environments: (a) isovelocity waveguide
with a purely reflective bottom (constant c = 1500m/s); (b) isovelocity
purely reflective waveguide with a sediment layer (constant c = 1500m/s);
and (c) more realistic refractive environment with a sediment layer. A
large basement density is used in (a) to increase the amplitudes of bottom-
reflected paths, and an unrealistically large value is used in the basement
of (b) to give unity reflection at the bottom of the sediment.

The sum of the cross-correlations, Eq. (3.4), is evaluated by treating the
integral as a sum over the source column. For each source location the
acoustic pressure at A and B is evaluated assuming a constant source spec-
trum of S(ω). The pressures are cross-correlated, normalised by the density
at the source, and then summed over the source locations and compared to
the frequency and phase shaded Green’s function between the two receivers:

ρ |S(ω)2|
ω

ei(3π/4)G(R). (3.28)

The unstacked cross-correlations, which are the cross-correlations from
sources at each depth plotted as a function of source depth, are shown in
Figure 3.7 for each simulation environment. Peaks in the cross-correlation
functions are visible at times corresponding to differences between the travel
time of an acoustic path from the source to receiver A, and the travel time of
an acoustic path from the source to receiver B. The path length differences
increase or decrease, depending upon the particular paths in question, for
sources lower down the water column. The corresponding correlation peak
therefore occurs at a later or earlier time. The changes in correlation peak
times are visible as curves in the unstacked correlations in Figure 3.7. The
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3. Active Source Ocean Acoustic Interferometry Theory

curves converge with several others at the top and bottom of the acoustic
environment because different paths converge to the same length at these
extremities. For example, a direct path and a surface-reflection path will
converge at the waveguide surface.

Isovelocity waveguide

Both the unstacked cross-correlations and the stacked response, which is
the sum of the cross-correlations over all source depths, ∑C, are depicted
in Figure 3.7(a) for the isovelocity waveguide. The peaks in the stacked
response, ∑C, occur due to the Fresnel zones in the vicinity of each sta-
tionary point. The 3π/4 phase and |S(ω)|2 amplitude shaded simulated
Green’s function, G, is also included for comparative purposes. The peaks
in the Green’s function, G, occur at the travel times of each acoustic path
between receivers A and B, and it is these peaks that the cross-correlations
are attempting to replicate.

The direct path stationary point is the temporal maximum of the direct
wave cross-correlation arrival structure to each receiver. It occurs at 38m
depth at a time of 0.070 s. The direct path time difference converges to
0.065 s for sources towards the surface, and to 0.052 s for sources towards
the bottom. These endpoints do not, however, result in spurious peaks in
the stacked response, because they converge with other paths for sources
at the given boundary. Stationary points corresponding to arrivals of the
reflected paths are more difficult to see as they occur at locations very
close to the waveguide boundaries; however, they can still be seen in the
stacked response. For example, the peak in the stacked cross-correlations
at 0.109 s, circled in red, corresponds to the stationary point of the bottom
bounce path to receiver B and the bottom-surface bounce path to receiver
A, which occurs at a depth of 98m and is therefore difficult to distinguish.

Overall, the phase of the stacked cross-correlation shows good agreement
with the frequency and phase shaded Green’s function, with only minor
deviations. The amplitude is not accurate, but this can be explained by
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Figure 3.7: The cross-correlations for (a) the isovelocity waveguide, (b) the
reflective environment with a sediment, (c) a magnified portion of (b), and
(d) the refractive environment, are plotted as a function of depth. The
water-sediment interfaces in (b) and (d) are marked by a dashed white
line. The stacked cross-correlation from a column of sources in the water,∑
C, the stacked trace with sediment sources included for (b) and (d) only,∑
Cs, and the shaded Green’s function, G, are also plotted. The two paths

indicated in (c) are the arrivals for the ray paths depicted in Figure 3.8.
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the difference in amplitude between the stacked cross-correlations and the
Green’s function due to path dependent components, ΓbA+bB , φs and ξ, as
derived in Eq. (3.16).

Waveguide with single sediment layer

This particular waveguide environment was chosen in order to see the effect
of a sediment layer upon the stacked cross-correlation. In order to emphasise
what is happening the receivers are separated only 30m horizontally, the
Ricker wavelet centre frequency has been doubled to 700Hz, and the source
column spacing halved to 0.25m. The remainder of the source/receiver
configuration is identical to that of the isovelocity waveguide example.

Both the unstacked cross-correlations and the stacked responses are
shown in Figure 3.7(b). The stacked response for the case when the source
column terminates at the water-sediment interface, ∑C, contains the ar-
rival paths observable in the shaded Green’s function, G; however, it also
contains several spurious arrivals, the most noticeable of which occurs within
the time interval 0.044-0.047 s. The stacked response with sediment sources
included, ∑Cs, is plotted for comparison. Such a configuration would likely
not be implemented in practice, but is useful here for explaining the results
from the line water column sources. The stacked response with sediment
sources does not contain the spurious arrivals. The spurious arrivals ob-
servable in ∑C are due to the source column not continuing through the
sediment and therefore not producing a perfect time-reversal mirror.

One contribution to this spurious arrival is due to the discontinuities in
the arrival structure caused by truncation of the CAB(ω) integral at the bot-
tom of the water column. The two paths affected are shown in Figure 3.8(a)
and (b) and their cross-correlations, depicted in Figure 3.7(c), are denoted
path-a and path-b respectively. Path-a and path-b are cross-correlation
peaks corresponding to differences in arrival times between paths from the
source to each receiver, and as such, should not be confused with the in-
dividual acoustic paths. For sources near the water-sediment interface the
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Figure 3.8: Two possible sets of ray paths: (a) direct path to B and the
bottom bounce path to A; and (b) a path to B with one water-sediment
bounce and a path to A that has two transmissions through the interface.
In both cases the solid lines represent paths from sources in the water, de-
noted S, and the dashed lines represent paths from sources in the sediment,
denoted S ′.

arrival time for path-a, the solid line in Figure 3.8(a), transitions smoothly
with the solid line, path-b, of Figure 3.8(b). This can be seen by examining
the arrival structure in Figure 3.7(c). The two arrivals do not, however,
cancel each other. For both path-a and path-b the path length difference
between the source and each receiver decreases for sources closer to the se-
diment, as shown in Figure 3.7(c) and Figure 3.9. The two sets of ray paths
are also in phase, as shown in Figure 3.7(c). The two arrivals will therefore
sum together to contribute to the largest spurious arrival in trace ∑C of
Figure 3.7(b).

If the sources are extended through the sediment to the basement then
the summation over the arrival structure corresponding to Figure 3.8 can-
cels completely at the water-sediment interface. At the interface the cross-
correlation of the solid line representation of path-a, see Figure 3.8(a), will
transition smoothly into the dashed line representation of path-a both in
terms of arrival time and amplitude. For path A+B the number of trans-
missions through the sediment remains constant. The difference in path
length continues to decrease for sources at greater depths and there is no
phase change, see Figure 3.7(c). Cancellation at the interface therefore oc-
curs. Path-b also transitions smoothly; however, this time the difference in
path length has a local minimum at the water-sediment interface. The vari-
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ation in path length difference is small as a function of depth and hence this
is difficult to see in Figure 3.9. The phase of the cross-correlation is inverted
at the interface, as shown in Figure 3.7(c), resulting in direct cancellation.
For sources closer to the basement, the arrival structure and amplitude will
transition smoothly into that of other paths. For example, path-a will con-
verge to the same arrival time as all other combinations of direct and single
basement bounce paths to A and B, and since the amplitudes of each set of
paths will be the same, a smooth transition between the paths will occur.

A second contribution to the largest spurious arrival is a stationary-
phase contribution from a source in the water column which does not ac-
tually contribute to the full Green’s function, as explained in Section 3.1.2.
An example schematic of the scenario is shown in Figure 3.3(a). The solid
line of path-b should not contribute to the Green’s function as the signal re-
ceived by A never passes through B, regardless of the source depth; however,
a stationary point exists when the two paths depart the source at the same
angle (i.e., 67.3m source depth). This stationary point is difficult to see
in the stacked response since the difference in path length of Figure 3.8(b)
varies by less than a metre (∼ λ

5 ) over the entire depth, see Figure 3.9. As
seen in Figure 3.9, a second stationary point exists within the sediment at
a depth of 133m. If the sources are extended through the sediment then
this stationary point annuls the contribution from the stationary point in
the water column.

As expected, the largest spurious peak from the water source column
cross-correlation is not observable in the stacked cross-correlation of the
column of sources that extends through the sediment in trace ∑Cs of Fig-
ure 3.7(b). Other deviations from the expected shaded Green’s function are
also reduced or removed.

Refractive environment with sediment

The source and receiver geometry and source type are identical to that of
the original isovelocity waveguide example. The stacked responses for the

58



Horizontal straight line towed source

68 68.2 68.4 68.6 68.8 69

0

50

100

150

de
pt

h 
(m

)

difference in path length (m)

Figure 3.9: The difference between the path lengths from the source to
receiver A and the source to receiver B as a function of source depth for the
ray path geometry of Figure 3.8(b). The horizontal dotted lines represent
the water-sediment interface and the sediment bottom.

water column sources only, ∑C, and for the case where the sources ex-
tended through sediment, ∑Cs, as well as the shaded Green’s function, G,
are shown in Figure 3.7(d). The phase of the water column stacked response
is in reasonable agreement with that of the shaded simulated Green’s func-
tion. The path time differences have converged almost completely to their
sediment-bottom interface value at the water-sediment interface and hence
the spurious arrivals which were easily observed in the previous example
are not apparent here. Even if the source column could be extended into
the sediment, only a minor increase in accuracy would be obtained. These
results agree with the simulations of Roux and Fink [29], who concluded
that the effect of limiting sources to the water column is negligible when
the modal continuum of the sediment is small relative to that of the water.

3.2 Horizontal straight line towed source

Ocean acoustic interferometry can be performed using a horizontal line,
rather than a vertical column, of sources. The source is towed along a hori-
zontal line in the end-fire plane of the receivers, starting directly above one
receiver, and travelling away from the receivers. The relationship between
the summed cross-correlation and the Green’s function is derived, using the
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methodology of Section 3.1, to be [15, 30]

CAB(ω) = ei(3π/4)n|S(ω)|2
∑
ps

ΓbA+bBρ2
s Gf (R (xs))
cosφs

√√√√( 1
LB(xs) −

1
LA(xs)

)
c

8πω

.
(3.29)

3.3 Horizontal hyperbolic towed source

OAI using a straight line tow source relies on the fact that the horizontal
distance from the source to receiver A is always xA − xB further than to
receiver B, where the x axis has been specifically defined as the horizontal
axis between A and B. A second tow-source configuration in which the
horizontal distance to each receiver differs by a constant amount is described
here.

Consider Figure 3.10, which is a geometrical view of the source, pn, and
receivers, A and B, from above. The source location, pn, which varies as
a function of φ, the angle from the line connecting A and B, is defined as
being a constant distance, ∆r, further from receiver A than B (i.e., the
distance from B is xn and the distance from A is xn + ∆r). If the receiver
B is defined as the origin then the location of pn is

pn = (xn cosφ,±xn sinφ) . (3.30)

For the case when φ = 0 (i.e., pn lies upon the horizontal line joining A and
B), pn and xn are denoted p0 and x0 respectively.

Although the horizontal difference in distance from the source pn to the
receivers A and B is a constant value ∆r, this distance is 2x0 smaller than
the horizontal distance between the receivers, and therefore the hyperbolic
configuration is set-up to perform OAI not between receivers A and B, but
between receiver A and a virtual receiver V located ∆r from A. Note that
unlike the straight line tow source this configuration assumes that acoustic
paths are azimuth independent, that is, the acoustic path of the signal
leaving the source point pn will be the same over the distance xn in both
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Figure 3.10: Geometrical construct for determining the equation governing
the location of point pn, which is a constant ∆r further from A than B.

the direction towards A and the direction towards B, and the acoustic path
between A and any point ∆r from A will be constant. The technique is
therefore only applicable in a range independent environment.

From geometry:

(xn + ∆r)2 = x2
n + (2x0 + ∆r)2 − 2(xn)(2x0 + ∆r) cos(φ). (3.31)

Rearranging to express in terms of φ yields

φ = cos−1
(

2x2
0 + 2x0∆r − xn∆r
xn (2x0 + ∆r)

)
. (3.32)

The points pn therefore form a hyperbola which has its asymptotic origin
at the point midway between the two physical receivers, A and B, its x-
intercept at the midpoint of receiver B and the virtual receiver, V , located
between the two physical receivers at the same depth as the first receiver,
and its focus at receiver B, as shown in Figure 3.11. If the origin of the
system is assumed to be at the first receiver B, and the second physical
receiver A lies along the positive x-axis, the governing equation can then
be written in the form

x2 = −

√√√√a2

(
1 + y2

b2

)
− c, (3.33)

where a = (2x0 +∆r)/2, c = a−x0 (x0 is the location where the hyperbola
crosses the x-axis), and b = −

√
c2 − a2.
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Figure 3.11: Hyperbolic source track as viewed from above. The hyperbola
apex passes midway between receiver A and virtual receiver B and the
asymptote is midway between B and A.

The hyperbola converges to the straight line scenario as x0 → 0. Hence
the hyperbolic tow-source can be considered to be a similar geometrical
set-up to the straight line scenario, although in this case, the horizontal
difference in path length is a constant value of xA − xV . The resulting
cross-correlation sum will therefore relate to the Green’s function between
the virtual receiver, V , and receiver A rather than the Green’s function
between the two physical receivers, B and A. It must be remembered,
however, that unlike the straight line scenario, the hyperbolic configuration
relies upon range independence.

3.4 Conclusion

A stationary phase argument was used to theoretically describe the rela-
tionship between the summed cross-correlations from a line of active sour-
ces, and the Green’s function between two hydrophones. The theory and
simulations for the vertical line source presented here were shown to be in
agreement with a modal approach presented by others, and results for cross-
correlations of towed horizontal line and hyperbolic sources were shown to
be in agreement with theoretical work on cross-correlations of wave gen-
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erated ocean noise, modelled as a horizontal plane of sources, as well as
horizontal lines of seismic surface sources. It was demonstrated that in a
range independent environment the Green’s function can be approximated
from cross-correlations of a horizontal hyperbolic towed source with its apex
at a location horizontally between two physical hydrophones.

All three OAI source scenarios: the source column, straight line towed
source, and hyperbolic towed source, have their advantages and drawbacks.
The source column is located in a region close to both receivers and there-
fore attenuation is minimal, but suffers from there being no sources in the
underlying sediment and hence the modal continuum of the sediment is not
fully accounted for [29].

The towed source scenarios are advantageous in that once the source is
deployed the only consideration is the ship path; however, they suffer from
intrinsic stationary-phase contributions from cross-correlations between a
wave that initially undergoes a surface reflection and one that does not.
If the source depth is reduced, the spurious arrivals converge to the same
travel time as the true Green’s function paths; however, they are π out of
phase and will result in shading of the Green’s function. The hyperbolic
towed source method is the only non end-fire tow-source geometry that is
feasible. The source must, in this case, have its apex at a location hori-
zontally between two physical hydrophones. It has the advantages of being
able to approximate the Green’s function between a physical receiver and
a virtual receiver and, since the sources do not have to be near either re-
ceiver, of being accessible even when buoys mark the beginning and end of
arrays; however, it suffers from the disadvantages that the hyperbola can be
difficult for a ship to navigate, and the theory assumes range independence.

Experimental results for cross-correlation of sound from a vertically low-
ered source and a horizontally towed source will be presented in Chapter 6,
and compared with experimental results from cross-correlation of ship dom-
inated ambient noise.
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Chapter 4

Experimental Environment

This chapter describes the underwater environment where all of the experi-
mental data presented in this thesis were obtained, as well as the equipment
used. The techniques used to process and analyse the data are described in
Chapters 5 and 6.

The empirical data used in this thesis were collected during the Shallow
Water 2006 (SW06) experiments [70]. This chapter starts with an overview
of the SW06 experimental location, measurement equipment, acoustic sour-
ces, and ocean sound speed profiles (SSPs). The effects of the local water
SSP upon acoustic propagation are then explained. It is shown that due
to the steep thermocline of the ocean SSP, the ocean-only signal (no in-
teractions with surface or bottom of water column) is often not from a
direct arrival; rather, it is an interference of many propagation paths. This
suggests that it is likely to be difficult to extract meaningful information
from a reflection coefficient inversion, which is based on comparison of the
amplitude of the direct ocean path to that of the bottom reflected path. A
reflection coefficient inversion was performed and was found to only obtain
a sediment sound speed within a 60m/s range, though values estimated by
others [71, 72] do lie within these bounds, supporting the validity of the
results presented here. A relationship between sub-bottom arrival times,
where sub-bottom paths are defined as those that penetrate the underlying
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sediment, and sediment sound speed is also estimated using a time-domain
analysis, but the limited angular coverage of the bottom interacting acoustic
paths prevents the decoupling of sediment thickness and sound speed.

4.1 Overview of experiment

The SW06 experiment was a large scale collaborative shallow water acous-
tic experiment, combining both low frequency (< 1000Hz) and medium
frequency (1000–10,000Hz) acoustic tests, conducted off the Eastern US
seaboard, at the location shown in Figure 4.1(a). Dozens of research bod-
ies, seven ships, 62 moorings, and aircraft and satellite coverage, were all
used in the experiments that ran from mid-July to mid-September 2006 [70].
Data pertinent to this thesis were collected on four hydrophone arrays be-
tween August 30 and September 6 using the deployment vessel R/V Knorr.

The four hydrophone arrays that were used for acoustic data collection
are:

• MPL-VLA1 (Marine Physical Laboratory - Vertical Line Array 1), a
16 element array operated by Scripps Institution of Oceanography;

• SWAMI32 (32 hydrophone Shallow Water Acoustic Measurement In-
strumentation), an L-shaped array operated by ARL-UT (Applied
Research Laboratories, The University of Texas at Austin);

• SWAMI52, a 52 hydrophone L-shaped array also operated by ARL-
UT; and

• Shark, a 48 element L-shaped array operated by Woods Hole Oceano-
graphic Institute [75].

The locations of these four hydrophone arrays are shown in Figure 4.1(b).
Detailed descriptions of the arrays are included in Appendix B. Photographs
of the MPL-VLA1, SWAMI32 and Shark instrumentation are included in
Figure 4.2.
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Figure 4.1: (a) Geographic location of the SW06 experimental site on the
New Jersey Shelf. (b) Locations of the four hydrophone arrays. Triangles
mark locations for which sediment grab sample data (information about
the sediment determined from the collection and analysis of small physical
samples) exists [73]. The contours represent water depth in metres. (b) is
adapted from [74].
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(a) (b)

(c) (d)

(e)

Figure 4.2: Hydrophone array equipment prior to deployment. (a) MPL-
VLA1: 16 element hydrophone array (front); electronics module with pres-
sure case and flotation mounted on a fiberglass box structure (right); and
torpedo-shaped buoyancy float (back). (b) MPL-VLA1 electronics module
being lowered into the ocean. The yellow package just above the water is a
dual acoustic release tilt/heading/depth sensor. (c) SWAMI32 vertical line
array. (d) SWAMI32 electronics module. (e) Shark electronics battery sled
with part of the HLA/VLA coiled on top. (e) is sourced from [75].
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Acoustic signals were recorded from several different source types. All of
the controlled source signals were emitted by a mid-frequency free flooded
ring transducer source (model ITC-2015), as shown in Figure 4.3(a). The
source depth was controlled by a ship-board winch, as shown in Fig-
ure 4.3(b). The sound sources used were:

• a 1500–4500Hz linear frequency modulated (LFM) pulse (Sec-
tion 4.2.2);

• ambient noise (Chapter 5);

• R/V Knorr ship noise (Chapter 6);

• a 1100–2900Hz LFM pulse (Chapter 6 and Section 7.2.2); and

• a broadband 1100–2950Hz energy pulse (Section 7.2.2).

(a) (b)

Figure 4.3: Photographs of (a) the ITC-2015 mid-frequency source, and (b)
the source being controlled using a ship-board winch (Note the cable ties
that were used to control the joystick position, and hence rate of descent,
when the source needed to be lowered at a slow but constant rate!).

4.1.1 Sound speed profiles

Water column properties were recorded using Sea-bird 911plus CTD (con-
ductivity, temperature, depth) instrumentation [76]. The profiler records
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oxygen content, fluorescence, light transmission, density, salinity and tem-
perature as a function of depth, and the SSP is interpolated from this data.
Two CTD profiles were taken during each recording, one as the CTD de-
vice was lowered to just above the seafloor, and one as it was raised to the
surface. The up-going profile was ignored as the CTD sensors are on the
bottom of the device and therefore the device itself would have interfered
with measurements on the up-going track. Twenty five CTDs were mea-
sured from the R/V Knorr platform between August 30 and September 6,
and the SSPs from these are shown in Figure 4.4. Tropical Storm Ernesto
passed through the experimental region on September 2, creating high sea
states and strong wind conditions. The SSPs recorded after the storm ex-
hibit a deeper mixing layer, which was forced by the increase in wave energy
during the storm. The sound speed of the mixing layer is also lower due to
the incorporation of the lower temperature waters from below the original
mixing layer.

4.2 Analysis of experimental environment

Data from a mid frequency (1500–4500Hz) LFM source were recorded on
August 31. The data were recorded on MPL-VLA1, which was arranged as
shown in Figure 4.5(a). The array was deployed in a water depth of 79m.
The first element (hydrophone 1) was 8.2m above the seafloor, and inter-
element spacing was 3.75m. Using dynamic positioning, the source was
held at a constant range 230m from the array, and slowly lowered down the
water column, being held at water depths of 15–65m in 10m increments for
5min at each source depth. Clipping of the recorded signal was observed
periodically in the upper 30m of the water channel. All clipped data were
discarded.

CTDs 36 and 37 were recorded at the beginning and end of the source
lowering. The SSP from each of these CTDs is shown in Figure 4.5(b).
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Figure 4.4: SSPs recorded from all CTDs measured from R/V Knorr be-
tween August 30 and September 6. Blue line profiles were recorded before
Tropical Storm Ernesto and red line profiles were recorded after the storm.
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Figure 4.5: MPL-VLA1 array (a) geometry, and (b) SSPs from CTDs 36
(blue) and 37 (red). The 16 black markers in (b) represent the hydrophone
depths.
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4.2.1 Effects of ocean sound speed profile

The two SSPs of Figure 4.5(b) show similar characteristics: an almost isove-
locity layer extending down to less than 20m depth below the ocean surface,
followed by a steep thermocline over which the sound speed drops about
40m/s within 20m, and then a more gentle sound speed increase towards
the bottom. SSPs with similar characteristics have been recorded at nearby
locations by Badiey et al. [77], who showed that small changes in sound
speed within the thermocline have large effects upon acoustic transmission.

In an isovelocity waveguide the ocean-only paths are straight lines, and
hence the amplitude of the received signal is virtually uniform over the
waveguide depth. If a varying SSP exists, the sound may be refracted such
that at some locations multiple ocean-only paths intersect, whilst at others
there is no ocean-only path at all. The effect of sound speed variations on
the ocean-only paths for the experimental environment was modelled using
OASES (Ocean Acoustics and Seismic Exploration Synthesis) wavenum-
ber integration based software [49], first using the SSP of CTD36 (SSP36),
and then using the SSP of CTD37 (SSP37). Sources within or below the
thermocline are refracted in such a way as to create interference patterns;
however, these patterns are highly sensitive to the SSP. Consider, for exam-
ple, the ocean-only path fields created by a source depth of 45m shown in
Figure 4.6(a)–(b). Interference patterns can clearly be seen for both SSPs,
but their locations are distinct. For example, the results assuming SSP36,
depicted in Figure 4.6(a), show a high amplitude around hydrophones 15
and 11–12, but if SSP37 is assumed, the amplitude is low, as shown in Fig-
ure 4.6(b). Similarly, the high amplitude seen between hydrophones 7 and
8 assuming SSP37, does not exist for SSP36.

The source at 15m depth is around the top of the thermocline and
this causes a large shadow zone at and below the thermocline, as shown
in Figure 4.6(c). The signal, which is shown in Figure 4.6(d) for both
sound speeds, is less sensitive to SSP changes although there are some
regions where significant differences are observable, such as above 15m and
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from 35–55m. For the other source depths large SSP dependent amplitude
variations occur over short variations in depth, as is shown in Figure 4.6(e)–
(g). These variations in the direct path amplitude mean that comparing the
direct and bottom bounce path amplitudes for reflection coefficient inversion
is difficult.
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Figure 4.6: Modelled pressure amplitude (dB relative to source amplitude)
of the 2200Hz ocean-only field versus range and depth for source depths
of (a) 45m (SSP36), (b) 45m (SSP37), and (c) 15m (SSP36). The shape
of the SSP as a function of depth is overlaid as a black dashed line (see
Figure 4.5(b) for exact values). The large black circles mark the source
location, and the 16 black markers at 230m range represent the VLA loca-
tions. Plots (d)–(g) show the amplitude versus depth at 230m range using
SSP36 (black) and SSP37 (grey) for source depths of (d) 15, (e) 25, (f) 45,
and (g) 65m (black asterisks). The horizontal dotted lines represent the
top and bottom of the VLA.

4.2.2 Reflection coefficient inversion

Reflection coefficient inversion has been successfully performed by others
and the methodologies are well understood [78]. It is applied here to mid-
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frequency data collected on August 31. Signals received for a source depth
of 15m were considered since they have the largest grazing angles, and
will therefore have the most paths above the critical angle of reflection.
The signals were matched filtered with a 1 second 1500–4500Hz LFM pulse
replica signal. The matched filter correlates the signal with the energy and
amplitude normalised replica by multiplication in the frequency domain. A
Hilbert transform is then applied; negative frequency components are set
to zero and positive frequency components below the Nyquist frequency are
doubled. The envelope of the inverse Fourier transform is then calculated.
For each hydrophone depth, 300 chirps were measured. The envelope of the
match filter outputs for each chirp are shown in Figure 4.7(a).

Results of Bellhop [48] finite-element ray tracing in the water column,
using the measured SSPs, showed that the surface and bottom reflected
paths are less sensitive to changes in SSP than direct paths. For bottom and
surface bounce paths over a 230-m range, the ray paths are nearly straight
lines. Thus the reflection coefficient can be extracted by comparing the
amplitudes of these paths. The amplitude ratio of the bottom and surface
reflected signals was compared to that of an OASES model assuming perfect
reflections; however, sensible values for reflection coefficients could not be
obtained. This is likely due to the inherent difficulty in generating an
accurate model of the ocean surface for reflection problems [4]. The bottom
reflected to direct path ratios of the experimental and simulated data were
therefore compared instead.

The SSP was assumed to be that of CTD36 since the 15-m source depth
signals were recorded at a time close to this measurement. The data from
hydrophones in the central part of the array were discarded since signals
in this region are most sensitive to SSP variations, as can be seen in Fig-
ure 4.6(d). Inclusion of these data would likely have yielded results that
were highly erroneous if the actual and assumed SSPs differed. For the bot-
tom four hydrophones (1–4), a reflection coefficient of unity was estimated,
suggesting that the received signal is below the critical angle. For the top
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dB

dB

Figure 4.7: Match filter of 1500–4500Hz chirp, recorded on all 16 hydro-
phones for a source depth of (a) 15m, and (b) 25m. For each hydrophone
depth, 300 chirps were measured and the match filter from each of these is
displayed here in a stacked arrangement at that depth. The amplitude (dB)
is relative to the highest amplitude of the match filter for each chirp. The
arrival paths are denoted oo (ocean-only), s (surface bounce), b (bottom
bounce), sb (surface-bottom bounce) and bs (bottom-surface bounce), and
time is relative to the ocean-only arrival.
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dB

dB

Figure 4.8: Match filter of 1500–4500Hz chirp, recorded on all 16 hydro-
phones for a source depth of (a) 35m, and (b) 45m. For each hydrophone
depth, 300 chirps were measured and the match filter from each of these is
displayed here in a stacked arrangement at that depth. The amplitude (dB)
is relative to the highest amplitude of the match filter for each chirp. The
arrival paths are denoted oo (ocean-only), s (surface bounce), b (bottom
bounce), sb (surface-bottom bounce) and bs (bottom-surface bounce), and
time is relative to the ocean-only arrival.
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four hydrophones (13–16) a reflection coefficient of 0.4 was estimated. This
suggests a critical angle of 20–25◦, corresponding to a sediment sound speed
of 1590–1650m/s, which is in agreement with Jiang and Chapman [71] and
Huang et al. [72].

4.2.3 Sub-bottom arrival time inversion

The envelopes of the matched filtered signals for each chirp for source depths
of 25, 35 and 45m are plotted in Figure 4.7(b) and Figure 4.8. Definite sub-
bottom arrivals can be seen as peaks in the amplitude between the third and
fourth major arrivals (i.e., between the bottom and surface-bottom paths)
for 15 source-hydrophone pairs: 25-m source depth, hydrophones 7–12; 35-
m source depth, hydrophones 8–13; and 45-m source depth, hydrophones
11–13. Sub-bottom arrivals were expected for the 15-m source depth; how-
ever, these occurred around the time of the surface-bottom reflected paths,
and hence cannot be individually discerned.

The arrival time difference between the bottom and sub-bottom paths
was calculated for each of the 15 source-hydrophone pairs. Time differ-
ences ranged from 1.32ms (35m source depth, 45.15m hydrophone depth)
through 1.88ms (35m source depth, 25.4m hydrophone depth). These ar-
rival time differences relate to the sediment sound speed and thickness.
The square of the observed difference and modelled difference assuming a
specific sediment depth and sound speed was determined for each source-
hydrophone geometry. The sum over all source-hydrophone pairs:

∑
([tsb − tb]obs − [tsb − tb]mod)2, (4.1)

is plotted versus sediment thickness and sound speed in Figure 4.9, and
exhibits a line of minima (line of deepest blue extending from 0m sediment
thickness at 1500m/s sediment sound speed, through 33m sediment thick-
ness at 1900m/s sediment sound speed) showing the optimal combination
of sediment sound speed and layer thickness. Ideally a minimum point cor-
responding to a single sound speed and sediment thickness would have been
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obtained, but the parameters are coupled here because the time difference
is related to the layer thickness divided by sound speed. A larger angu-
lar coverage of the different geometries would create a better determined
minimum.

Although a definite minimum could not be obtained, bounds on the
sediment thickness can still be obtained for the sound speeds estimated in
Section 4.2.2. Based on Figure 4.9, if a sound speed of 1590–1650m/s is
assumed, a sediment thickness of 5–11m is estimated, which is significantly
lower than the thickness values of just over 20m predicted by others [71,
72, 79]. However, Jiang and Chapman [71] suggest a negative gradient
sound speed in the sediment, and this could give a slightly larger inverted
sediment thickness. Ideally the sub-bottom arrival inversion would search
over sediment thickness, sediment sound speed at the top, and sound speed
slope within the sediment, but insufficient data are available to successfully
search over multiple variables.

Figure 4.9: The square of the difference between the measured bottom and
sub-bottom time differences, and the modelled values, is summed over all
source-hydrophone geometries, and the result is threshold clipped to 3.2%
of the maximum so that low amplitude structure can be better observed.
The amplitude is normalised to the threshold value.
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4.2.4 Conclusion

The ocean environment of the SW06 experiment was characterised by a
strong thermocline and significant spatiotemporal variability. The resulting
direct path acoustic field is shown to consist of multi-path interference,
with high sensitivity to ocean variations. It is therefore difficult to extract
accurate reflection coefficient information from the acoustic data. Attempts
to do so provided, at best, approximate values.

An inversion based on time differences between bottom reflected and
sub-bottom arrival times estimated the relationship between sediment sound
speed and sediment thickness; however limited angular coverage of the ray
paths prevented decoupling of these variables.

Simulated data will be used to compare with and support experimental
results in Chapters 5 and 6. If the inversion results obtained here had been
more conclusive, they could have been used to specify sediment properties
for the simulation input environments, but given that they are not, it was
decided that sediment properties would be better estimated from nearby
sediment grab sample data [73]. All simulated data in the upcoming chap-
ters will therefore use sediment property estimates based upon grab sample
data.
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Chapter 5

Ship Dominated Ambient
Noise Cross-correlation

The high sea states and wind conditions created by Tropical Storm Ernesto
on September 2 2006 created an opportunity to explore underwater noise
fields with unusual characteristics. Within this chapter cross-correlations
of ship dominated 20–100Hz noise collected on three L-shaped arrays from
August 31 to September 3 2006 are considered in detail. In particular, the
applicability of common time and frequency domain preprocessing tech-
niques to ship dominated ambient noise cross-correlation, the use of various
receiver geometric configurations, and the effect of temporal variations on
the cross-correlations, are all investigated. Knowledge of these is necessary
in order not just to obtain good approximations to the Green’s function
from cross-correlation of ship dominated ambient noise, but also to un-
derstand the limitations of these approximations. The data were collected
using the equipment at the locations described in Chapter 4.

A significant proportion of the work in this chapter has been submitted
for publication in JASA [26].
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5.1 Introduction

Although ocean acoustic interferometry (OAI) theory prescribes a uniform
noise distribution, good approximations of the arrival structure of the ac-
tual Green’s function can still be obtained from the cross-correlation time-
derivative, termed the empirical Green’s function approximation (EGFA),
even when the distribution is not completely uniform, as demonstrated in
the seismic literature [11, 12, 80]. At any time the cross-correlation of the
data analysed from the experiments here tends to be dominated by one
or two nearby ships, and therefore in order to obtain a cross-correlation
that does not have directional bias, the time period over which the cross-
correlation is performed must be sufficiently long such that several ship
tracks that pass through the end-fire region are included [25]. When this is
not the case spurious precursory arrivals corresponding to cross-correlations
between paths from directions that are more densely sampled are apparent
in the summed cross-correlation.

During Tropical Storm Ernesto most ships in the vicinity of the experi-
mental area left the region. Thus, the shipping noise field was dominated by
distant vessels. The reduced local shipping traffic, along with elevated wind
and sea state conditions, meant that a greater amount of acoustic energy
in the ocean at low frequencies was from both local and distant breaking
waves, and distant shipping, than at other times. The overall acoustic en-
ergy levels were also higher. Because of the higher signal levels and the
more uniform directivity of the shipping noise field, the arrival-time struc-
ture of EGFAs for low frequency cross-correlations of data recorded during
the storm should more closely match that of the actual Green’s functions
between the hydrophones than during calmer periods.

The temporal characteristics of the ocean are non-stationary. This sug-
gests that cross-correlations over short time periods, such as a few minutes,
are optimal if instantaneous EGFAs are desired. However, the need to av-
erage over multiple ship tracks requires longer cross-correlation times, and
hence cross-correlations that represent the ‘average’ EGFA over long time
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periods of 24 hours are determined here. The theory assumes that sources
all have the same amplitude and frequency content. Nearby ships tend to
be louder, and larger ships have spectra that are dominated by lower fre-
quencies. Time and frequency preprocessing are carried out to minimise
these effects. The theory also assumes that ships move along a regular path
at constant velocity. Ships that change velocity or have sharp changes in
direction will degrade the EGFA. A ship that remains stationary in one
location for a long time period is shown to result in a spurious peak at the
corresponding time.

Cross-correlations between different sets of hydrophones within each ar-
ray are compared, and it is shown that the cross-correlation yields direct
and surface reflected paths between horizontal line array (HLA) hydro-
phones, and that bottom-surface reflected paths between HLA and vertical
line array (VLA) hydrophones can be determined. Due to the long wave-
lengths considered, no attempt is made to determine sediment paths. Cross-
correlations for equi-spaced hydrophones in an HLA are shown to have rel-
atively little variation in amplitude and frequency, particularly at the cross-
correlation peaks. Summing the cross-correlations between equally spaced
pairs is shown to increase the signal-to-noise ratio (SNR). Temporal charac-
teristics of the cross-correlations are also examined, and cross-correlations
from calm periods are compared to those obtained from data collected dur-
ing the tropical storm.

5.2 Theory

At frequencies above a few hundred Hertz the ocean sound field is dom-
inated by surface noises from ocean waves [22–24]. At frequencies below
about 100Hz the noise field is dominated by shipping noise [22, 23]. Nearby
shipping favours higher grazing angles between the acoustic paths and the
horizontal, while distant shipping favours more horizontally travelling wave-
fronts. Noise in the frequency range 20–100Hz is considered here. If it is
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assumed that ship noise can be modelled as a set of sources that are uni-
formly and densely distributed within a horizontal plane near the surface of
a waveguide, then the cross-correlation between two receivers can be derived
following the stationary phase methodologies of Section 3.1 and Refs. [30]
and [69]. The cross-correlation of the signals recorded at two receivers, A
and B, is, from Eq. (3.4):

CAB(ω) = |ρS(ω)|2n
∫∫

G(rA, rS)G∗(rB, rS)dxdy, (5.1)

where S(ω) is the ship source spectrum, ρ is the density of the medium,
n is the number of sources per unit area, G(rψ, rS) is the Green’s function
between the source, S, and receiver, ψ, ∗ denotes the complex conjugate,
and x and y are the horizontal axes parallel and perpendicular to the vertical
plane containing A and B respectively.

The full Green’s function at each receiver can be written as the super-
position of direct and reflected waves. For a uniform sound speed wave-
guide, bounded by a free surface and a bottom with reflection coefficient
Γ, the Green’s function between the source, S, and receiver, ψ, can be ex-
pressed as a sum of free-field Green’s functions in the same manner as for
Eq. (3.6) [1, 69]:

G(rψ, rS) =
∞∑

bψ=0
ΓbψGf

(√
(x− xψ)2 + y2 + (2bψD + z ± zψ)2

)

+
∞∑

bψ=1
ΓbψGf

(√
(x− xψ)2 + y2 + (2bψD − z ± zψ)2

)
,

(5.2)

where bψ is the number of bottom bounces for a given path, D is the depth of
the waveguide, the y = 0 horizontal axis is defined as that which contains
both A and B, and Gf (R) = eikR

4πR is the 3D Green’s function within a
homogeneous medium, where k is the wave number and R is the total
distance that a particular wave travels. The first term on the RHS of
Eq. (5.2) includes all up-going waves, and the second term includes all down-
going waves as measured from the source.

Inserting Eq. (5.2) into Eq. (5.1) yields a cross-correlation expression
that consists of the sum of the integrals of all possible combinations of
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the interaction between any path to the first receiver, and any path to
the second. Consider any of these individual interactions. Substitution
of Eq. (5.2) into Eq. (5.1), that is, cross-correlation between two arbitrary
paths, yields [30, 69]

CAB(ω) = |ρS(ω)|2nΓbA+bB

(4π)2

∫∫ eik(LA−LB)

LALB
dxdy, (5.3)

where bψ is the number of bottom bounces for the path to ψ, and

Lψ =
√

(x− xψ)2 + y2 + (2bψD ± z ± zψ)2, (5.4)

is the length of the given path between the source, S, and receiver, ψ.
Application of the method of stationary phase to Eq. (5.3) [15, 30, 68,

69], and summation over all stationary points, yields

CAB(ω) = in|S(ω)|2
∑
χs

(
ΓbA+bBcρ

2ω cos θ Gf (R(χs))
)
, (5.5)

where c is the wave velocity, f is the acoustic frequency, ω = 2πf is the an-
gular frequency, θ is the acute angle between the ray path and the vertical,
and χs are the stationary points. Note that the stationary points satisfy
the relationship θA = ±θB. The positive relationship between θA and θB

only occurs when the path to the furthest receiver passes through the closer
receiver, hence the relationship between the summed cross-correlations and
the Green’s function between the receivers. The negative relationship cor-
responds to stationary-phase contributions from cross-correlations between
a wave that initially undergoes a surface reflection, and one that does
not [15, 69]. Since ship sources are near the ocean surface, these spuri-
ous arrivals will converge to almost the same time delay as the true Green’s
function paths, and due to the long wavelengths, will not be observed as
separate peaks. The theory presented here has neglected curvature of ray
paths due to refraction, but it has been shown by others [30] that the sta-
tionary phase argument generalises to a heterogenous medium with smooth
velocity variations.
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The cross-correlation in Eq. (5.5) can therefore be seen to produce an
amplitude and phase shaded Green’s function. The amplitude shading is
dependent on the travel path through the ΓbA+bB and cos θ terms, and also
contains both constant and frequency dependent components. The 1/ω fac-
tor phase shading in Eq. (5.5) means that the time domain Green’s function
is proportional to the derivative of the summed cross-correlations [11, 13,
15, 69]:

∂CAB(t)
∂t

' − [GAB(t)−GAB(−t)] . (5.6)

The raw cross-correlation, rather than its time derivative, is often used as
an approximation to the Green’s function [25, 56, 65, 66], and for a mid-
high frequency finite bandwidth signal this can be a good approximation
since the cross-correlation peaks at roughly the same time as its derivative.

5.3 Experiment

Data considered in this chapter were collected from August 31 through
September 3 on the three L-shaped arrays: SWAMI52, SWAMI32, and
Shark. Array locations and orientations are shown in Figure 5.1(a), and
configurations are detailed in Table 5.1. The HLAs were all located on the
seafloor. All VLA hydrophones and the Shark HLA hydrophones are evenly
spaced. SWAMI52 inter-hydrophone distances increase from the centre, and
SWAMI32 HLA inter-hydrophone distances increase from the hydrophone
13 (H-13) end respectively. The exact HLA hydrophone spacing of each
SWAMI array is detailed in Appendix B.1.2. A sketch of the SWAMI52
array geometry is shown in Figure 5.1(b). SSPs that were recorded near
SWAMI52 on August 30 and September 6 are shown in Figure 5.1(c).

Tropical Storm Ernesto created large sea states and high winds. The
wind direction and speed from August 31 through September 3 are shown
in Figure 5.1(d)–(e). Predominantly easterly winds gradually built up over
August 31 and September 1 to a 20m/s peak early on September 2, and
then remained high until late in the day, when they dropped rapidly once
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Figure 5.1: (a) The relative VLA locations of SWAMI52 (©), SWAMI32
(+), and Shark (4). The lines departing each VLA show the HLA orien-
tation. The array length is scaled by a factor of 20. (b) SWAMI52 array
geometry and hydrophone numbering system. (c) SSPs near SWAMI52 for
August 30 (black) and September 6 (grey). (d) Wind direction and (e) wind
speed, from R/V Knorr ship records, from August 31 to end of September 3.
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Table 5.1: Details of array configurations. aLowest numbered hydrophone
is uppermost in the array. Extra hydrophones tied off just above frame
(SWAMI52: H-15 and H-16, SWAMI32: H-11 and H-12, Shark: H-13–H-
15). bLowest numbered hydrophone is closest to array except for Shark,
which is opposite. cData from H-15 and H-46 were discarded due to incon-
sistencies with other data.

Length (m) Hydrophones
a Length (m) Hydrophones

b

SWAMI52 73.8 52 56.81 1:14 230 17:52

SWAMI32 68.5 32 53.55 1:10 256 13:32

Shark 79 48 64.25 0:12 465 16:47
c

Number of 
hydrophones

VLA HLA
Water depth 

(m)

the storm had passed. The decrease in speed was accompanied by a change
in wind direction to south and west.

On September 2 several of the SWAMI32 channels switched, as described
in detail in Chapter 7. Corrections for this were applied to the relevant data
presented here.

5.4 Analysis of data preprocessing methods

Time and frequency domain preprocessing methods were applied to the
raw data to emphasise broadband ocean noise. The preprocessing tech-
niques considered here were analysed using data collected on SWAMI52
throughout September 2 (Zulu time). No towed source experiments were
undertaken on this day, because of Ernesto, and therefore ocean noise over
a large frequency bandwidth could be considered. The data were stored
and analysed in 140 portions, each 10minutes and 14 seconds duration, or
10:14min.

Short (10:14min) cross-correlations were unstable at shallow depths
above the thermocline, likely due to sound speed fluctuations resulting from
elevated levels of swell and mixing due to Ernesto. If the noise field had
been isotropic and sufficiently strong, cross-correlations could have been
performed over periods that were sufficiently short for the environment to
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be considered stationary. The temporal change in cross-correlation could
then have been related to environmental changes, in particular changes in
temperature in the upper waveguide, and tidal changes. However, the dom-
inant noise here was from discrete ships, and therefore the cross-correlations
had to be performed over a long time period so that specific sources did
not dominate (see Section 5.6). Cross-correlations were therefore performed
over the entire day. Direct path propagation between hydrophones lower
in the water column would not have changed significantly over this time,
but any propagation paths that passed through the thermocline region may
have. The resulting EGFA is therefore an approximation of the ‘average’
Green’s function over the day.

5.4.1 Removal of main contamination

Depending upon the particular time interval, some of the September 2 data
exhibited one or more of the following: high amplitude mid-frequency signal
from fixed location sound sources, amplitude clipping, and low frequency en-
ergy bursts. Spectrograms and time series of data collected on September 2,
showing examples of each of these aberrations, are shown in Figure 5.2.

Three fixed location sound source signals are observed in Figure 5.2(a).
A 300Hz 1.5-second duration LFM (linear frequency modulated) signal with
a 60Hz bandwidth is visible in the spectrogram as ramps that cut on and
off at regular intervals. The LFM signal is bounded above and below by
two continuous horizontal lines of high amplitude, created by phase encoded
signals at 224Hz and 400Hz, both with 16Hz bandwidth. The amplitude
of the time-series is seen to spike when the LFM signal is active.

An example of amplitude clipping is shown in Figure 5.2(b). The fre-
quency of the signal that exceeds the maximum allowable amplitude is low,
and since the spectrogram is normalised to the maximum value at any given
time, the apparent amplitude of all higher frequencies is reduced, yielding
vertical green and yellow lines in the spectrogram. A low frequency energy
burst is visible in Figure 5.2(c) at a time of 50 seconds as low frequency
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energy smearing into the higher frequencies in the spectrogram, with a cor-
responding increase in amplitude in the time-domain.

Contaminations other than those shown in Figure 5.2 may also have
been present. Electrical noise could manifest as high amplitude tonals at
the hydrophone operation frequency and its harmonics, and/or as Gaussian
noise across a wider frequency band. Impact noise from a fish colliding with
a hydrophone or something else tapping the hydrophone array would likely
be observed as sharp amplitude peaks in the time domain, and energy would
be smeared across the frequency spectrum at this time. Signals from any
ships in the vicinity of the array throughout the day would be recorded as
discrete high amplitude tonals.

All discrete signals have a difference in direct path length to each hy-
drophone which is less than or equal to the direct path between the hydro-
phones, and may be visible in the cross-correlation as spurious precur-
sory arrivals. Preprocessing, which includes choice of bandwidth as well
as time and frequency domain normalisation, ameliorates this effect (see
Sections 5.4.2–5.4.4).

5.4.2 Spectra and coherence

Only signals that are received by both hydrophones will sum coherently to
give a peak in the cross-correlation function. Spectra give some information
for selection of an appropriate bandwidth since signals of very low amplitude
or low SNR will generally have poor coherence, which should be avoided;
however, higher amplitude does not guarantee higher coherence.

Coherence, γ, which gives a measure of the degree of linear dependence
between two random variables, X and Y , as a function of frequency, f , is
defined by

γ2(f) = |E (X∗(f)Y (f) )|2

E (|X(f)|)E (|Y (f)|) , (5.7)

where |X(f)| is the absolute magnitude of X(f), ∗ denotes the complex
conjugate, and E(X) denotes the expected value of a random variable X.
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Figure 5.2: Spectrograms (upper) and time-series (lower) of September 2
data: (a) signal dominated by mid-frequency fixed sound sources (H-11,
0:29:25 Z), (b) clipped signal (H-1, 0:08:56 Z), and (c) energy dominated by
low frequency sources (H-11, 12:46:39 Z). Low frequency energy bursts are
observable in (b)–(c). Spectrograms (dB) are normalised to the maximum
amplitude at each time.
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Both the signal amplitude and coherence are considered here.
Since the underlying statistics of the data are non-stationary, spectra

and coherence over short periods are examined. Spectrograms of the sig-
nals received by H-52, and coherograms (coherence plotted as a function
of frequency and time) of the signals recorded on H-52 and H-40, which
are separated by 97.74m, are shown in Figure 5.3. The mean spectra and
coherence for 1:33min intervals were calculated using 2 second Hanning
windowed data segments and 50% overlap. The mean of the individual
spectra and coherences are shown on the far right.

High amplitude signals with a corresponding high coherence are appar-
ent at regular time intervals in the 200–410Hz frequency range, as shown
in Figure 5.3(a)–(b). These signals are from the three fixed location sound
sources described in detail in Section 5.4.1, which were only active for the
first ten minutes of every half hour. Low signal amplitudes and coherence
are observed at frequencies above 420Hz, and also from 100–200Hz. Be-
low 100Hz both the amplitude and coherence of the received signals are
higher, as shown in Figure 5.3(c). This is expected since lower frequency
ocean noise will propagate more coherently over long distances. A banded
structure consisting of high amplitude tonals is observed in both the low
frequency spectrogram and coherogram, Figure 5.3(c)–(d), at a range of
frequencies at different times throughout the day (e.g., 1:30–3:30 Z and
13:30–15:30Z). This banded structure is indicative of the sound field being
dominated by ship noise at low frequencies. The exact frequency content
of the signals emitted by each ship is dependent upon the propeller fre-
quency as well as other characteristic properties of the ship, and therefore
the frequency content of the banded structure changes throughout the day
as different ships dominate the overall sound field.

Since the signals, apart from those from the fixed sources, exhibit negli-
gible amplitude and coherence above 100Hz, the data were bandpass filtered
to 20–100Hz. The lower limit of 20Hz was selected as frequencies below
this have insufficient resolution over the distances in question.
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Figure 5.3: Spectrograms (dB) of signals recorded on H-52, using the en-
tire September 2 data: (a) 5–800Hz and (c) 5–100Hz. Coherograms (dB
relative to unity linear coherence) of the data recorded on H-52 and H-40:
(b) 5–800Hz and (d) 5–100Hz. The average of the individual spectra or
coherences is plotted to the right of each figure.
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5.4.3 Frequency domain normalisation

Frequency domain normalisation has the dual purpose of broadening the
signal bandwidth by placing higher emphasis on low amplitude signals, and
of decreasing the negative impact of discrete sources. For the purpose of
comparing frequency domain normalisation methods, the effects of erro-
neous temporal peaks were minimised by setting all values of amplitude
greater than 50% of the signal standard deviation to this value [16, 81], a
process described as ‘threshold clipping’, one of the time domain normali-
sation techniques that is discussed in detail in Section 5.4.4.

Normalisation methods

Cross-correlations were performed using five different frequency domain pre-
processing methods:

(a) no frequency domain preprocessing;

(b) bandpass filter, no frequency domain amplitude normalisation;

(c) bandpass filter and whiten by normalising over the entire frequency
range (20–100Hz), known as absolute whitening;

(d) bandpass filter and normalise by a smoothed version of the amplitude
spectrum, known as smoothed whitening; and

(e) bandpass filter and partially normalise the data by the sum of the
signal magnitude at that frequency and a mean amplitude dependent
constant:

S(ω) = S(ω)
|S(ω)|+ β|S|

, (5.8)

where |S| is the mean amplitude over the entire frequency range, and
β determines the degree to which the data are whitened (β = 0 is
equivalent to absolute whitening (c), and β = ∞ to no normalisa-
tion(b)).
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The effect of applying each normalisation technique to H-40 data can
be seen in Figure 5.4. Bandpass filtering without frequency normalisation,
method (b), maintains the general characteristics of the amplitude peaks
and decay with frequency seen in the raw data, method (a). Absolute and
smoothed whitening, methods (c) and (d) respectively, give approximately
equal energy across the frequency band. Partial whitening, method (e),
reduces extraneous tonals, but also places emphasis on signals of higher
coherence (lower frequency).
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Figure 5.4: Normalised (linear) spectra of the September 2 signal recorded
on H-40 (a) before pre-filtering, and (b)–(e) after pre-filtering. Pre-filtering
methods are (b) bandpass and time domain filtering only, (c) absolute
whitening, (d) smoothed whitening, and (e) partial whitening (β = 1).

Cross-correlations

Data were pre-processed using each of the methods outlined in the previous
section. Individual cross-correlations were calculated and normalised by
their peak value before summing so that the overall cross-correlation is not
dominated by high amplitude cross-correlations from only part of the day.
The cross-correlations between H-52 (tail-end HLA hydrophone) and all
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other hydrophones, summed over September 2, using smoothed whitening
filtering, method (d), are shown in Figure 5.5(a).

The HLA cross-correlations are plotted as a function of distance from H-
52. The VLA cross-correlations, which are offset by the horizontal distance
between H-52 and the VLA hydrophones, are plotted as a function of height
from the seafloor (note that the two vertical axes have different scales). The
direct and surface reflected travel times between each hydrophone, which
are shown as dotted lines, were determined using OASES [49]. Peaks in the
cross-correlation are evident at both the direct and surface reflected travel
times. The EGFA envelope in Figure 5.5(b), on a logarithmic scale, reveals
the surface-bottom reflected path to the lower VLA hydrophones.

The EGFA envelope for the case of bandpass filtering only, method (b),
shown in Figure 5.5(c), shows only minor differences to that for smoothed
whitening. Due to the higher proportion of low frequency energy, the ar-
rivals are less sharp, and the background noise level is slightly higher. In
addition, the surface reflected path is not as clear at the closer hydrophones
(40–120m). The raw signals have greater amplitude at lower frequency and
this naturally assists the cross-correlation when no frequency domain nor-
malisation is applied; the lower coherence signals are lower amplitude and
will therefore have less overall influence upon the correlated signal. This
explains why a reasonable cross-correlation can be determined when no
spectral normalisation is performed. The EGFA envelope for no frequency
domain filtering, method (a), shown in Figure 5.5(d), gives a poor repre-
sentation of the Green’s function. A low frequency signal below 20Hz from
the southeast dominates the cross-correlation to such an extent that only
the direct acausal path is obtained.

The EGFA envelopes for absolute and partial whitening, methods (c)
and (e), are not shown, but their characteristics lie between that of Fig-
ure 5.5(b) and (c). Smoothed whitening was selected as the optimal fre-
quency domain filtering method for the data collected. Bensen et al. [62]
compared no normalisation and smoothed whitening for cross-correlations
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Amplitude (dB)

Figure 5.5: (a) Cross-correlations between H-52 and all other hydrophones
for September 2 data using smoothed-whitening frequency filtering (20–
100Hz bandwidth). (b)–(d) EGFA envelopes (dB relative to maximum
value): (b) with smoothed whitening (20–100Hz bandwidth), (c) with no
frequency normalisation (20–100Hz bandwidth), and (d) with no frequency
domain filtering or normalisation. The lower traces are cross-correlations
with HLA hydrophones; their distances from the tail hydrophone (H-52) are
shown on the left side axis. The upper traces are cross-correlations with
VLA hydrophones; their vertical distances from the seafloor are shown on
the right side axis, which is offset by the horizontal distance of the VLA
from the HLA tail. The simulated travel times between the hydrophones
were calculated using OASES and are overlaid as dotted lines.
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of seismic data, which were created by different physical processes and have
much lower frequencies. They found that the improvements gained by nor-
malisation were substantially greater than for the data considered here.

The envelopes of the EGFAs generated using the various frequency do-
main normalisation techniques were compared here; however, it should be
noted that because these normalisation methods are non-linear, not only
the amplitude, but also the phase of the EGFAs are affected. The varia-
tions in phase due to the application of each technique were found to be
small, and the only conclusive evidence that could be ascertained was that
the greater the degree of non-linearity in the normalisation, the greater
the effect on the phase of the obtained arrivals. The method of smoothed
whitening used here has only a relatively small degree of non-linearity, and
therefore should not significantly affect the arrival time.

Appropriate selection of the data bandwidth affected the result more
than any frequency domain normalisation because above the 100Hz low-
pass frequency the cross-correlation has almost no coherence, and therefore
inclusion of higher frequencies adds to the noise floor. If no frequency
domain filtering or normalisation is applied this added noise is minimal,
since the amplitude is negligible at higher frequencies. However, if the data
are whitened but not bandpass filtered, signals of low-coherence will be
emphasised, and the resulting cross-correlation sum will be dominated by
noise that requires very long averaging times to remove.

5.4.4 Time domain normalisation

Theory

Various methods of time-domain normalisation have been used by others.
Campillo and Paul [12] cross-correlated seismic coda. Since the coda decays
over time, the overall cross-correlation would be naturally biased toward the
earlier part of the coda. To compensate for this they used short segments of
data, performed the cross-correlations, normalised these, and then summed
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them. They reported results similar to those obtained by others [82] who
had used one-bit normalisation, where only the sign (phase) of the wave-
form, not the amplitude, is retained. One-bit time reversal normalisation
yields a higher SNR than classical time reversal in some multiple scatter-
ing or reverberating media [59, 82] since all scattering paths are equally
weighted. Without one-bit normalisation longer scattering paths would
have a reduced amplitude in the cross-correlation. A similar argument
holds for cross-correlation analysis and therefore one-bit normalisation is
often used [27, 59, 83]. Another method of time domain normalisation is to
clip all signals above a certain threshold [81]. This minimises the effect of
energy bursts, but also maintains more information than 1-bit normalisa-
tion. Gerstoft et al. [16] set their threshold as the minimum of the standard
deviations measured over each day. For their data set this gave identical
results to one-bit normalisation. Bensen et al. [62] and Yang et al. [18] used
temporally variable weighting functions. They claimed that these retain
more small amplitude information and also allow for flexibility in defining
the amplitude normalisation in particular frequency bands.

Comparisons of time domain normalisation techniques by Bensen et
al. [62] concerned seismic noise, which is often dominated by high amplitude
earthquakes. Since ocean noise is dominated by other physical processes,
which display different characteristics, the effect of these normalisation tech-
niques upon the resulting cross-correlations will also differ. A comparative
study of the applicability of several techniques to the current data set was
therefore undertaken. The normalisation techniques that were compared
are:

• no normalisation;

• correlate over short intervals with some degree of overlap, normalise
the cross-correlations and then sum;

• clip the signal to a threshold;

• one-bit (two level) normalisation;
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• use of a rectangular central temporally variable weighting (RCTVW)
function; and

• use of an exponential central temporally variable weighting (ECTVW)
function.

Performing no normalisation in the time domain sets a clear benchmark
for the five other techniques. Cross-correlating over short intervals and then
summing the normalised cross-correlations is more effective for shorter in-
tervals. Since the greatest distance between any two hydrophones is 230m,
the direct path should be observable in under 0.2 s; hence, to ensure suffi-
cient time for reverberant paths to be captured, 0.4 s data segments were
used, with 33% overlap.

A threshold of σ, one standard deviation, was chosen as the level to
which the signal would be clipped for normalisation technique (c). It was
noted that the results were not highly sensitive to the chosen threshold.

One-bit normalisation, which uses only the sign of the signal, increases
the signal-to-noise ratio of the data:

sn(t) =
 −1 if s(t) < 0

1 if s(t) > 0,
(5.9)

where s(t) is the raw signal at time t, and subscript n denotes the normalised
signal.

RCTVW and ECTVW are the most computationally time intensive.
RCTVW normalises each point by the sum of the unweighted mean of the
absolute value of N preceding and succeeding values (2N+1 points overall):

sn(t) = s(t)
w(t) , (5.10)

where

w(t) =
t+N∑

τ=t−N
|s(τ)|

= w(t− 1)− |s(t−N − 1)|+ |s(t+N)|.
(5.11)
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A normalisation window of 0.05 s, which is the time interval of the maximum
period, corresponding to the minimum frequency of 20Hz, was found to be
suitable. A normalisation vector length of 2N+1 = 257 was therefore used.

ECTVW places more emphasis on points closer to the point of interest.
It normalises in the same manner as RCTVW, the only difference being that
it applies a weighting filter with an amplitude that decreases exponentially
in both directions from the data point of interest:

w(t) = (1− α)N |s(t−N)|+ . . .

+ (1− α)|s(t− 1)|+ |s(t)|+ (1− α)|s(t+ 1)|+ . . .

+ (1− α)N |s(t+N)|,

(5.12)

where α = 2/(N + 1) is the exponential smoothing factor. In order to
use previously calculated sums to determine subsequent weights, the expo-
nential is split up into two parts, the increasing exponential prior to and
including the point, and the decreasing exponential after the point. These
are then summed to give the overall weighting.

Application to data

Example waveforms resulting from application of each time normalisation
method to 2.5 s of H-40 data are shown in Figure 5.6. Higher energies are
observed in the time period 1.4–2.1 s, as can be seen in Figure 5.6(a), and
these amplitudes are all successfully reduced by the time-filtering methods,
as shown in Figure 5.6(b)–(e). Normalisation technique (b) is not shown
here as this normalisation is only applied after cross-correlating the data.

Cross-correlations and EGFA envelopes for September 2 for each time-
normalisation method are shown in Figure 5.7(a)–(b). The same line style
has been used in the figure for all results because they are too similar to
be individually discerned. The horizontal distance between: (a) the HLA
hydrophones H-52 and H-48, is 31.31m; and (b) H-52 and H-8 (located in
the VLA), is 230m. Large cross-correlation peaks exist at the direct ray
travel time, and smaller peaks at the surface reflected travel time. The
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Figure 5.6: Preprocessed waveforms for 2.5 s of 20–100Hz bandpass filtered
data from H-40 (at 12:48:45 Z) with normalisation method: (a) none, (c)
threshold clipping, (d) one-bit, (e) RCTVW, and (f) ECTVW.

background noise is consistently low, except for one high peak at a time
just less than the positive direct arrival. This could be due to a non-
uniform source distribution. For the two further spaced hydrophones shown
in Figure 5.7(b), the EGFA envelope once again peaks at the direct and
surface reflection travel times. A smaller peak can also be seen at the
acausal surface-bottom travel time (i.e., the bottom-surface reflected path
from H-8 to H-52). The signal-to-noise ratio is poorer than for the more
closely spaced hydrophones, but this is to be expected since decay and
spreading of signals increases with distance.

The results from Figure 5.7(a)–(b) suggest that time-normalisation has
little influence on the cross-correlations for this data set. Time normal-
isation is important for seismic cross-correlations [61, 62] since otherwise
the results can be dominated by earthquakes. Although the ocean noise
field is not perfectly diffuse, there are no equivalently energetic events for
the frequency band considered, and nearby shipping is minimal on Septem-
ber 2. This, combined with the intrinsic averaging introduced by summing
over the entire day, are two reasons why time-domain normalisation shows
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Figure 5.7: Summed cross-correlations, C, and EGFA envelopes, |EGFA|,
for all time normalisation methods for H-52 and (a) H-48 (entire day with
51.32m horizontal separation), (b) H-8 (entire day with 230m horizontal
separation), and (c) H-8 (10:24min from 8:30 Z). Simulated travel times
of direct (D), surface (S), and surface-bottom (B) paths are shown as ver-
tical dotted lines. In (c) results for no normalisation and short interval
cross-correlations are shown as dark grey dash-dotted and light grey dashed
respectively.
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negligible benefit here.
If the cross-correlations were carried out over a period that is insuffi-

cient to average-out energetic events, the benefits of normalisation would
be greater. Consider the 10:14min cross-correlation between H-52 and H-
8 in Figure 5.7(c). The cross-correlations peak at the positive direct and
surface reflected travel times only, indicating that the dominant sound field
is from the tail-end of the array (the north-west direction). Distinct peaks
seen at −0.22, −0.14, and 0.07 seconds are the result of discrete sources.
Since high amplitude events, which are reduced in the normalisation pro-
cess, are not averaged-out in the shorter cross-correlation time period, the
cross-correlation and EGFA envelope without normalisation, method (a),
and correlating over short periods and summing the normalised results,
method (b), both have a higher noise level than the results for data that is
normalised before cross-correlation.

Since time-domain normalisation techniques (c)–(f) all give similar re-
sults, and one-bit normalisation is the least computationally intensive, it
was selected for further processing and analysis of the data.

The sum of the cross-correlations between H-52 and all other hydro-
phones for 20–100Hz bandpassed, one-bit normalised, smoothed whitened
September 2 data are shown in Figure 5.8(a). Since the Green’s function is
related to the time-derivative of this (the EGFA), the flipped in time acausal
EGFA, which is clearer than the causal signal, is plotted in Figure 5.8(b).
The Green’s function, which was simulated using OASES and then con-
volved with a 20–100Hz box car pulse, is shown in Figure 5.8(c) for com-
parison purposes. The assumed model sediment properties, c = 1761m/s
and ρ = 1.69 gm/cm3, were approximated from grab samples in the array
vicinity [73]. In both cases the direct arrival peaks are positive and the re-
flected arrival peaks are negative, which is due to the phase change at the
surface. The amplitudes are not exact, though this is expected since the
acoustic energy is not equi-partitioned amongst all modes [84].

The EGFA envelope shown in Figure 5.8(d) shows the arrivals more
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clearly. The surface-reflected arrivals are apparent for distances greater
than about 50m, as indicated by the peak in EGFA amplitude that occurs
above 50m in the figure at times corresponding to the second set of dotted
arrivals on either side of zero time. They are not observable at closer ranges,
where they would be more steep, because at these ranges the noise field is
dominated by far-field horizontally travelling wavefronts.

If a cross-correlation is started or finished part way through a ship’s
track, the cross-correlation may be biased. Tapering of the cross-correlation
amplitudes towards the start and end of the cross-correlation was therefore
considered; however, for the given data set and long cross-correlation times,
tapering was seen to have little effect.

5.5 Geometric comparisons

Examples of EGFA envelopes with respect to hydrophones other than the
outer-most HLA hydrophone, H-52, are shown in Figure 5.9. Due to the
steeper grazing angle (of the acoustic paths relative to the horizontal) to
the furthest hydrophone, cross-correlations with H-34, a central HLA hy-
drophone, shown in Figure 5.9(a), do not yield as much information about
the surface reflected path as do cross-correlations with H-52, shown in Fig-
ure 5.8(d). Figure 5.9(b) reveals that cross-correlations with VLA H-10
show the surface reflected path, at slightly larger times than the dominant
direct path, for distances of 0–150m from the tail end of the HLA; how-
ever, the surface path is not as clear as that obtained when correlating
with H-52, which is likely due to either the decreased stability in the en-
vironment at the shallower depth of H-10, or the increased motion of the
VLA hydrophones relative to the HLA hydrophones. The bottom-surface
reflected arrival from H-10 to the HLA hydrophones is also observable at
a time just after the surface reflected path, but the acausal path from the
HLA to H-10 is not observable.

The September 2 EGFA envelopes for SWAMI32 and Shark are shown
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Amplitude (dB)

Figure 5.8: September 2 (a) summed cross-correlations and (b) EGFAs
between H-52 and all other hydrophones. (c) Simulated Green’s functions
convolved with a 20–100Hz bandwidth linear source. (d) EGFA envelopes
(relative to maximum value) with simulated inter-hydrophone travel times
overlaid as dashed lines. Vertical axes format is the same as in Figure 5.5.
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Amplitude (dB)

Figure 5.9: September 2 EGFA envelope (dB relative to maximum value)
with respect to: (a) H-34, and (a) H-10. Vertical axes are the same as in
Figure 5.5.

in Figure 5.10. The SWAMI32 cross-correlations are with respect to H-30
rather than the tail hydrophone due to high noise on the outer two hydro-
phones. The high noise levels are attributed to channel switching, which
is discussed extensively in Chapter 7. Like the SWAMI52 results shown in
Figure 5.8(d), the SWAMI32 and Shark array cross-correlations show both
the direct and surface reflected paths. All the SWAMI and Shark results
in Figures 5.8–5.10 show that although the direct path dominates for more
closely spaced hydrophones, the relative amplitude of the surface reflected
path increases at greater distances. These relative amplitudes depend upon
array geometry, modal distribution of acoustic energy, roughness at the
surface and, importantly, the impedance at the seafloor. As such, a rela-
tionship between the relative amplitudes of the paths and the critical angle
could potentially be determined.

Unlike the tapered spacing of the SWAMI array HLA hydrophones,
the Shark HLA hydrophones are evenly spaced at 15m intervals. Cross-

107



5. Ship Dominated Ambient Noise Cross-correlation

Amplitude (dB)

Figure 5.10: September 2 EGFA envelopes (dB relative to maximum ampli-
tude) for (a) SWAMI32, with respect to H-30, and (b) Shark, with respect
to H-16. Vertical axes format is the same as in Figure 5.5.

correlations between hydrophone pairs with the same separation distance
and direction were compared. The September 2 cross-correlation sums be-
tween all HLA pairs separated by 345m are plotted in Figure 5.11(a). The
traces are similar, and all display cross-correlation peaks at approximately
±0.24 s. The median value of the signals is plotted against a shaded area
encompassing the range of all signal values in Figure 5.11(b). A magnified
view of part of the signal is provided in Figure 5.11(c) and shows that the
signal variation is minimum near the direct path travel time. Summing the
cross-correlations of all equally spaced hydrophone pairs should therefore
increase the signal-to-noise ratio of the data. The EGFA envelopes between
H-52 and all other HLA hydrophones are compared to EGFA envelopes cal-
culated from the sum of the cross-correlations for all pairs at each spacing in
Figure 5.11(c)–(d). The overall signal-to-noise ratio is seen to increase when
the median cross-correlation is used. Note that the relative amplitudes at
some path times not corresponding to inter-hydrophone travel times of the
ocean waveguide paths (e.g., t=0.08 s, D=200m) do not decrease. These
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signals could be from sediment paths or reflections from deeper layers, or
they could be non-Green’s function arrivals that are due to the noise being
azimuthally inhomogeneous.

Amplitude (dB)

Figure 5.11: (a) Summed cross-correlations over September 2 for Shark
hydrophone pairs separated by 345m. (b) The median cross-correlation
from (a) overlies a shaded region between which all values lie. (c) Data
from the dashed box in (b) are magnified. EGFA envelopes (dB relative
to maximum amplitude) are shown in (d) using cross-correlations between
H-52 and all other HLA hydrophones only, and in (e) using the median
cross-correlations for all HLA hydrophone pairs.
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5.6 Temporal variations

The September 2 data cross-correlations with H-52 were compared with
those from adjacent days, and are shown in Figure 5.12. The September 2
data, shown in Figure 5.12(c), peak at the expected direct and surface
reflected paths, and exhibit the least background noise. Results from Sep-
tember 1, shown in Figure 5.12(b), are not as clear but are still better than
from September 3, shown in Figure 5.12(d), and August 31, shown in Fig-
ure 5.12(a), suggesting that the sound field is more diffuse during the storm.
Noise from nearby shipping is reduced since most ships retreated from the
area for the storm duration, but the overall signal amplitudes are actually
higher due to the increase in sea states.

Short time cross-correlations were calculated for data for all three arrays
from 0Z August 31 through 12Z September 3. SWAMI52 hydrophones H-52
and H-17, SWAMI32 hydrophones H-30 and H-15, and Shark hydrophones
H-16 and H-35 were chosen as their separation distances are all similar
(between 200 and 285m). Time segments corresponding to one data file
were used for SWAMI52 and SWAMI32 (10:14 and 6:24min respectively),
and quarter file (8:34min) data segments were used for Shark. These time
segments differ as it is easier to use only one rather than parts of two files
for a single calculation. The times are all sufficiently short for the study of
temporal characteristics. The corresponding EGFA envelopes are plotted
as a function of time in Figure 5.13(a)–(c), along with the EGFA envelope
of the summed normalised cross-correlations over the 84 hour period.

The EGFA envelope is dominated by discrete sources, as indicated in
Figure 5.13(a)–(c) by the presence of the high amplitude peaks that oc-
cur throughout the day at times less than the direct inter-hydrophone
acoustic travel times. Hydrophone spectrograms from times correspond-
ing to the largest peaks are dominated by a banded structure indicative
of ship noise. As an example, spectrograms of 60 seconds duration from
3:36:40 Z August 31 for SWAMI52 H-52 and SWAMI32 H-30 are shown in
Figure 5.13(d)–(e). Noise from a large ship, with a primary tonal at just
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Amplitude (dB)

Figure 5.12: EGFA envelope (dB relative to maximum value) with respect
to: H-52 for (a) August 31, (b) September 1, (c) September 2, and (d) the
first 12 hours of September 3. Vertical axes are the same as in Figure 5.5.
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Figure 5.13: EGFA envelope (dB relative to maximum value) for: (a)
SWAMI52 H-52 and H-17 (230m separation), (b) SWAMI32 H-30 and H-15
(200m separation), and (c) Shark H-16 and H-35 (285m separation). Simu-
lated direct and surface reflected travel times are faintly overlaid as dashed
lines. The envelope of the time gradient of the sum of all cross-correlations,
normalised by their peak amplitudes to minimise bias from dominant sig-
nals, is shown at the right of each plot. (d)–(e) 20–100Hz spectrograms (dB
relative to maximum value) from 3:36:40 Z August 31 for SWAMI52 H-52
and SWAMI32 H-30 respectively (times denoted on (a) and (b) time axes as
‘d’ and ‘e’). (f) Enlarged view of SWAMI52 EGFA envelope, the boxed area
from (a), showing a dominant near-side signal, with calculated travel time
difference (black line) from R/V Oceanus to the hydrophone pair. (g) The
envelope of the time gradient of the sum of all cross-correlations, excluding
the period 12–24Z August 31, for SWAMI52 data. A lower threshold of
−60 dB has been applied to all logarithmic scales.
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under 40Hz, dominates both spectrograms. The ship is visible as a peak in
the EGFA envelope for all three arrays from 0–4Z August 31. It was ascer-
tained from the time of the EGFA envelope peak that during this period the
ship moved from south-west of the arrays, to north of the arrays. The peak
in cross-correlation time due to an individual ship changes as a function of
the ship’s position and hence the signals from a single ship are apparent
as curves of high amplitude when plotted as a function of experimental
and cross-correlation times. The ‘pattern’ of curves that is visible in Fig-
ure 5.13(a)–(c) is therefore due to a multitude of ship tracks and is entirely
dependent on the types and locations of ships passing through the experi-
mental region. Aliasing of the high amplitude ship signals is apparent (e.g.,
around 12Z September 1) in Figure 5.13(a)–(c) as lower amplitude replicas
of the main EGFA peak at regularly spaced time intervals surrounding the
main EGFA peak.

Towards the end of September 1 and on September 2 the EGFA envelope
is more stable, as observed by the main peaks in the EGFA being more
consistently closer to the dashed inter-hydrophone travel times, and also by
the amplitude and number of smaller peaks in the EGFA being reduced.
Fewer shipping tracks are seen, and faint arrivals are observable at the
inter-hydrophone travel times. This is during the period of high wind, as
shown in Figure 5.1(d), and elevated sea conditions from Tropical Storm
Ernesto. The reduction in nearby ships and the increase in wave energy
results in a greater proportion of acoustic energy in the ocean at these lower
frequencies being from breaking waves and cumulative noise from distant
shipping, and therefore the noise field is more diffuse. During this period
faint peaks are frequently observed at times corresponding to the simulated
surface reflection travel times, such as between 22 Z September 1 and 3Z
September 2 in the acausal signal of Figure 5.13(c).

Although the short term EGFA envelope rarely yields the modelled
inter-hydrophone travel time based on the measured sound speed profile
throughout the 84 hour period, the EGFA envelopes of the summed cross-
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correlations for this period do peak at times near the simulated travel times,
as shown at the far right of Figure 5.13(a)–(c). The surface reflected path
is particularly strong. This is because the cross-correlation is dominated by
nearby ships, and these shorter ranges favour higher grazing angles of the
acoustic signals relative to the horizontal.

A strong signal is observed at a cross-correlation time of slightly less
than zero for all cross-correlations for August 31 in Figure 5.12(a), suggest-
ing that there is a high amplitude signal from near-broadside (either SW
or NE) of the array during that day. A corresponding peak in the summed
SWAMI52 EGFA envelope is seen at −0.0175 s at the far right of Fig-
ure 5.13(a). The cross-correlations reveal that this peak is a result of signals
from 12–14 Z and 18–24Z on August 31 (see box ‘f’ and Figure 5.13(f)). The
Shark and SWAMI32 EGFA envelopes do not show a strong signal at these
times. Hence the dominant signal seen in the SWAMI52 data is likely from
a source significantly closer to that array than the others. R/V Oceanus was
located NE of SWAMI52 (in the region 39.25–39.28◦N, 72.8–22.9◦W) from
12–24Z August 31, about 10 km away. This is the closest that R/V Oceanus
came to any of the arrays during the experiment. R/V Oceanus moved
slowly in the experimental area and as such is an unusual ship noise source.
The expected difference in travel time from this near-broadside location to
SWAMI52 matches the short time EGFA envelope peaks, as can be seen in
Figure 5.13(f). Thus, the high amplitude spurious signals in Figure 5.12(a)
are attributed to R/V Oceanus. The amplitude of the anomalous −0.0175 s
peak in the EGFA envelope of the summed normalised cross-correlations,
shown in the far right of Figure 5.12(a), decreases to the background noise
level when the period 12–24Z August 31 is excluded, as can be seen in
Figure 5.12(g).

Figures 5.12 and 5.13 suggest that the observation time period to obtain
a stable EGFA envelope depends on the distribution of the noise. Summing
over September 2 yields a good approximation, as shown in Figure 5.13(c),
but summing over any of the other days, or even summing over the entire
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84 hour period gives poorer results due to the increased proportion of di-
rectional bias of dominant events in the total received signal. Hence, when
specific events dominate the cross-correlations, either data from the times
during which they occur should be discarded, or the cross-correlations need
to be summed over an even longer period so that the effects of individual
events are negligible. At any one time, except during the storm, the cross-
correlation is generally dominated by one or two high amplitude events, and
eliminating these from the data is difficult. For the case considered here
of shipping noise near the coast, the cross-correlations summed over many
days or longer could show some directionality, corresponding to preferred
shipping routes.

5.7 Conclusion

Cross-correlation of ocean noise in the ship dominated 20–100Hz frequency
band was considered in this chapter. A theoretical stationary-phase based
relationship between summed cross-correlations of ship noise using simplify-
ing assumptions was described. The theory showed that the time-derivative
of the cross-correlation yields an empirical Green’s function approximation
(EGFA), an approximation of an amplitude shaded Green’s function.

EGFAs were determined from data collected during the Shallow Water
2006 (SW06) experiment. Since ship noise is discrete, long cross-correlation
periods were required to give sufficient averaging for the emergence of the
Green’s function. In this chapter EGFAs were computed over one day, but
shorter observation times could potentially be used. The ocean environment
is temporally non-stationary. The EGFAs are therefore approximations of
‘average’, rather than instantaneous, Green’s functions. For an appropriate
bandwidth, different time and frequency domain normalisation methods
yielded similar cross-correlation results. A major reason for this is the
spatial averaging of the noise field which occurs when noise from many ship
tracks are recorded.
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Direct and surface reflected paths between HLA hydrophones, as well
as bottom-surface reflected paths between HLA and VLA hydrophones
were determined from the EGFA envelopes for three L-shaped arrays, and
agreed well with simulated D, S, and B travel times. Averaging the cross-
correlations between equi-spaced HLA hydrophone pairs increases the signal-
to-noise ratio.

Analysis of temporal variations in the cross-correlations confirmed that
the signal is, at any one time, generally dominated by only one or two
sources. Cross-correlations obtained from data recorded during Tropical
Storm Ernesto were shown to be clearer than those obtained before and
after the storm. This is due to a combination of a reduction in high energy
discrete sources (most ships left the area during the storm), and an increase
in overall sound levels and hence an increase in signal-to-noise ratio. The
source of a dominant spurious signal that is observed in the data on two
separate non-consecutive days was identified, and its removal was shown to
improve the EGFA.

The results obtained here for ambient noise cross-correlation will be
compared with those from active source cross-correlation in Chapter 6.
The arrival times, but not the amplitudes, of the direct and many of the
surface-reflected paths were, overall, well estimated using ambient noise
cross-correlation of data recorded during Tropical Storm Ernesto. Two
practical applications for the direct path arrival time estimates from the
SWAMI32 EGFA data will be detailed in Chapter 7, that is, monitoring
and localisation of array elements.

If sub-bottom arrival times could also be estimated then ambient noise
cross-correlation could potentially be used to estimate sediment properties
such as layer depth and sound speed. One aspect of the future work out-
lined in Section 8.2.5 discusses how low frequency ambient noise data that
will be collected on a recently deployed gas hydrate sea-floor observatory
will be cross-correlated in an attempt to extract sub-bottom paths and
subsequently monitor a gas hydrate mound.
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Chapter 6

Experimental Active Ocean
Acoustic Interferometry

Active source ocean acoustic interferometry (OAI) presents a number of
advantages over the passive noise OAI technique described in Chapter 5,
including the use of higher frequencies, which give sharper arrival peaks, as
well as controllability and continuous monitoring. Greater knowledge of the
contributing sources also means that more realistic simulated data can be
produced. An active set of sources that surrounds the two points of interest
could potentially achieve an isotropic source field. Due to the technical
complexity of creating such a situation, the characteristics of, and results
from, simpler active source configurations are investigated here: a source
that is lowered vertically over the depth of the ocean water column, and a
source that is towed horizontally along a straight line towards the array at
a constant depth. Both of these source tracks are contained within the end-
fire plane, which is defined as the plane containing the hydrophone array
(i.e., the plane of the page in Figures 6.1 and 6.2(a)). These configurations
have been examined theoretically and through simulation in Chapter 3.

Within this chapter cross-correlations between data recorded on hydro-
phones in an L-shaped array, and obtained using the two active source con-
figurations, source lowering and towed source, are compared and contrasted
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with cross-correlations of noise generated during the source lowering event
by the ship from which the source was being controlled, and also with cross-
correlations from a noise field dominated by shipping. Although recorded
simultaneously, data from the active source being lowered, and from the
ship during the lowering, can be analysed separately since the active source
frequency range was 1200–2900Hz, which is well above the 20–100Hz fre-
quency range in which noise generated by the ship dominated.

The active source experiments were performed in seas with a 2–2.5m
swell, residual effects from the passing of Tropical Storm Ernesto the day
before. These conditions hindered controllability of the experiments, and
therefore the movement of the source was not completely uniform. In addi-
tion, the swell would have caused the Green’s function between two points
to fluctuate more than usual, which would likely have had detrimental ef-
fects on the results obtained. Although the conditions were less than ideal,
it was the only opportunity for the experimental work to be completed,
since the extensive organisation and high costs associated with at-sea ex-
periments ensures tight schedules, and an entire day of experimental time
had already been lost during the storm. The various source configurations
that were used are discussed theoretically in Section 6.1, and experimental
results for each source type, from cross-correlation of data collected during
the SW06 (Shallow Water 2006) sea trials, are compared and explained in
Section 6.2.

A significant proportion of the work in this chapter has been submitted
for publication in JASA [85].

6.1 Background

Consider the isovelocity waveguide depicted in Figure 6.1. The x, y and z
directions are defined as the horizontal axis, the axis in-and-out of the page,
and the vertical axis, respectively. Cross-correlation of the signals received
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at A and B from a source at S yields

CAB(ω) = ρ2
s|S(ω)|2G(rA, rS)G∗(rB, rS), (6.1)

where ω is frequency, S(ω) is the source spectrum, ρs is the density of
the medium, G(rψ, rS) is the Green’s function between the source S, and
receiver ψ, and ∗ denotes the complex conjugate.

Figure 6.1: Source-receiver geometry and notation. Receivers A and B
define the y = 0 plane, and source S is located within the waveguide of
depth D, but is otherwise unrestricted.

The sum of the cross-correlations over a set of sources is, from Eq. (3.4):

CAB(ω) = |ρsS(ω)|2n
∫
G(rA, rS)G∗(rB, rS) dA, (6.2)

where n is the number of sources per unit length (line source), area (planar
source), or volume (volume source), and the integral is over the source line,
plane or volume.

The cross-correlation of data from four source types are considered here:

1. active source lowered vertically in the end-fire plane over the depth of
the waveguide, modelled as a vertical line of sources,

∫
dA ∼

∫
dz;

2. active source towed in the end-fire plane towards the array at a con-
stant depth z, modelled as a horizontal line of sources,

∫
dA ∼

∫
dx;

3. stationary ship source, modelled as an “extended” point source,
∫
dA ∼∫

δ(x, y)dA; and
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4. ship dominated ambient noise field, modelled as a horizontal plane of
sources at a shallow depth z,

∫
dA ∼

∫∫
dxdy.

The oscillatory characteristics of the integral in Eq. (6.2) allow it to be
solved via the method of stationary phase [68]. The integral is estimated in
the neighbourhood of the stationary points, which are the points where the
partial derivative of the difference in path lengths to each receiver in the
direction of the line integral is equal to zero (i.e., the extrema of the cross-
correlation function exponential), and the contributions are then summed
over all stationary points. The stationary phase solution to Eq. (6.2), can
be derived from Eq. (3.16) for a vertical line of sources in the end-fire plane,
source type 1, assuming 3D-wave propagation, as

CAB(ω) = in|S(ω)|2

×
∑
zs

ΓbA+bBρ2
s Gf (R (zs))
sinφs

√
ξ(zs)c
−8πiω

;
(6.3)

and from Eq. (3.29) for a horizontal line of sources in the end-fire plane,
source type 2, as [13, 30]

CAB(ω) = in|S(ω)|2

×
∑
xs

ΓbA+bBρ2
s Gf (R (xs))
cosφs

√
ξ(xs)c
−8πiω

;
(6.4)

where Γ is the bottom reflection coefficient, bψ is the number of bottom
reflections for the path to ψ, where ψ = A or B, R is the total distance
that a particular wave travels, Gf (R) = eikR

4πR is the 3D Green’s function
within a homogeneous medium, φs is the acute angle between the ray path
and the vertical (see Figure 6.1), ξ = 1

LB
− 1

LA
, Lψ is the length of the

given path between the source, S, and receiver, ψ, c is the speed of sound
in the medium, and zs and xs are the stationary points for the vertical and
horizontal configurations respectively. The term on the RHS of Eq. (6.4)
is termed the phase and amplitude shaded Green’s function, because it is
the Green’s function convolved with phase and amplitude terms. The 3D
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Green’s function within a homogeneous medium, Gf (R), differs from the
true Green’s function between A and B, G(R), in that it does not incorpo-
rate the path dependent amplitude reduction due to bottom interactions, as
explained in Section 3.1. The relationship between them is, from Eq. (3.6),

G(R(xs)) = ΓbsGf (R(xs)), (6.5)

where bs is the number of bottom reflections for the arrival between A and
B, corresponding to the stationary point xs.

For a point source, source type 3, Eq. (6.2) simplifies to

CAB(ω) = |ρS(ω)|2ΓbA+bBeik(LA−LB)

16π2LALB
. (6.6)

In general LA − LB is less than the inter-receiver path length (triangle in-
equality theorem) and therefore arrival times are underestimated. Although
the stationary ship source is larger than a point source, the area of integra-
tion in Eq. (6.2) is small, and therefore it is not a Green’s function estimate.
However, if the ship is close to the stationary path it may provide a good
approximation.

The structure of the ship noise cross-correlations will only converge to
the arrival structure of the Green’s function when the cross-correlation time
is averaged over several ship tracks, hence the consideration of ship domi-
nated ambient noise, source type 4. For a horizontal plane of sources the
stationary phase solution to Eq. (6.2) is, from Eq. (5.5):

CAB(ω) = in|S(ω)|2
∑
χs

(
ΓbA+bBcρs
2ω cosφs

Gf (R(χs))
)
, (6.7)

where χs are the horizontal planar stationary points.
The solutions for the line sources, Eq. (6.3) and Eq. (6.4), are of the

same form, differing only in the trigonometric function of the acute ray
angle ( 1

sinφs term for a vertical line source, and 1
cosφs for a horizontal line

source), and the locations at which stationarity occurs. The difference in
source dimensionality (1D line source distribution versus 2D planar source
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distribution) is responsible for the increased complexity of the line source
solutions when compared to a 3D Green’s function.

For each source configuration the summed cross-correlation produces
an amplitude and phase shaded Green’s function (i.e., a standard Green’s
function that is multiplied by amplitude and phase dependent weighting
coefficients). The amplitude shading consists of constant (n, ρs, c, π, and
numeric factors), path dependent (ΓbA+bB , φs, LA, and LB), and frequency
dependent (ω and S(ω)) terms.

As explained in Section 3.1.1, the i/ω factor in Eq. (6.7) can be corrected
for by using the time-derivative of the cross-correlations [11, 13, 15], and the
i/
√
−iω factor in Eq. (6.4) and Eq. (6.3) can be corrected for with a π/2

phase shift, and a fractional time derivative of 0.5 order [13]. This should
yield a result with correct arrival times.

Deconvolution of the source term, S(ω), from the cross-correlations can
present difficulties and hence the Green’s functions are instead convolved
with the source term, yielding a source shaded Green’s function, before
comparisons with the phase corrected empirical cross-correlations are made.
The constant amplitude shading factors need not be considered since all
data are normalised before comparing. Due to their variability, the path
dependent amplitude factors are difficult to correct for, and hence correct
arrival times but incorrect amplitudes are expected when comparing the
phase corrected cross-correlations and the source shaded Green’s function.

As discussed in Section 3.1.3, spurious arrivals, defined as peaks in
the cross-correlation function at times not corresponding to Green’s func-
tion path travel times, can occur for each source geometry. For the hor-
izontal planar and line configurations, spurious arrivals will result due to
stationary-phase contributions from cross-correlations between waves that
initially undergo a surface reflection and ones that do not. For an isoveloc-
ity water column, one wave departs at an angle of φ from the horizontal,
and the other departs at an angle of −φ [15]. If the depth of the plane of
sources is reduced, the spurious peaks converge to the same time delay as
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the true Green’s function paths; however, they are π out of phase and will
therefore result in shading of the Green’s function [15]. For the vertical line
configuration, spurious arrivals will result when the line integral does not
extend to infinity.

6.2 Experiment

6.2.1 Data collection

Acoustic data for OAI were collected on the L-shaped SWAMI32 array,
with the geometry shown in Figure 6.2(a). Hydrophones 1–12 (H-1–H-12)
constitute the vertical line array (VLA), with H-11 and H-12 co-located,
and H-13–H-32 constitute the horizontal line array (HLA).

Data from four source types were recorded:

1. 1200–2900Hz linear frequency modulated (LFM) source lowered from
9.8–60m at a constant rate of 1m/min, at a location 466m from the
VLA, in the end-fire plane (vertical line source: see source lowering
geometry and location in Figure 6.2(a)–(b));

2. 1200–2900Hz LFM source held at 10m depth towed at 1 knot toward
the array in the end-fire plane, from a distance of 1.5 km from the
VLA, to a location mid-way between H-16 and H-30 (horizontal line
source: see towed source geometry and location in Figure 6.2(a)–(b));

3. 20–100Hz noise generated by the deployment vessel R/V Knorr (lo-
cation shown in Figure 6.2(a)) during the source lowering experiment;
and

4. 20–100Hz ship dominated ambient noise (horizontal planar source).

A horizontal hyperbolic towed source was theoretically described in Sec-
tion 3.3. Data from two hyperbolic towed sources were collected during the
experiments, but are not analysed in detail here because they showed less
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Figure 6.2: (a) Source and receiver geometries: SWAMI32 hydrophones
shown as circles, where H-11 and H-12 are collocated at the VLA bottom,
and ship location is during source lowering. (b) Plan view of array with VLA
labelled, asterisk marking far end of HLA, and source geometries showing
where the source is towed from WP40 to WP41, and lowered at WP42. (c)
SSPs from CTDs 42–44, shown as black dotted, grey solid and grey dotted
lines respectively. Assumed SSP for modelling is overlaid in a black solid
line.

resemblance to the acoustic Green’s function than the other two source con-
figurations. Plans for future work involving the hyperbolic source data are
described in Section 8.2.3.

The ship dominated noise data, source type 4, were collected during
Tropical Storm Ernesto over the entire day of September 2, and data from
source types 1–3 were collected on the afternoon of September 3 2006.
There was little wind, but there was a residual swell of 2–2.5m, as well as
strong inhomogeneity in the ocean due to the previous day’s storm. These
made it difficult to move the active source along the desired tracks. Sound
speed profiles (SSPs) were recorded from CTD42 (conductivity, tempera-
ture, depth measurement 42) at waypoint 40 (WP40), CTD43 at WP42,
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and CTD44 near WP41, before, during, and after the September 3 exper-
iments respectively. These three SSPs are shown in Figure 6.2(c), along
with a simpler SSP that is assumed for simulations.

On September 2 several of the SWAMI32 channels switched, as described
in detail in Chapter 7. Corrections for this were applied to the relevant data
presented here.

6.2.2 Data analysis

Active source data from all hydrophone pairs were bandpass filtered to
1200–2900Hz, and ship noise data were bandpass filtered to 20–100Hz.
The ship dominated ambient noise data were then one-bit normalised in
the time domain (i.e., amplitude was discarded but sign, or phase, of the
waveform was retained), and normalised by a smooth version of their ampli-
tude spectra in the frequency domain, as discussed in detail in Section 5.4.
The active source and stationary ship data did not require normalisation
since variations in the source amplitude and phase characteristics were neg-
ligible throughout each experiment.

The preprocessed data were cross-correlated over short time intervals,
and then summed over the period of collection for each source type. As spec-
ified in Section 6.1, a raw summed cross-correlation (see Eqs. (6.3), (6.4) and
6.7) yields a phase and amplitude shaded Green’s function approximation.
The phase shading and frequency dependent components, as explained in
Section 6.1, were corrected for by evaluation of the time derivative for source
type 4, and by using a π/2 phase shift and a fractional time derivative for
source types 1 and 2. Although source type 3 also has a phase shift, it is
geometry dependent, due to the length discrepancy in the exponential of
Eq. (6.6), and therefore no correction factors are applied to the stationary
ship noise data. Inclusion of the appropriate phase correction is, henceforth,
implicit in the term ‘cross-correlation’.

The cross-correlation sum is termed the empirical Green’s function ap-
proximation (EGFA). The EGFA envelopes of the cross-correlations be-
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tween H-30 and all other hydrophones are shown in Figure 6.3 for the four
source types in Section 6.2.1. Simulated direct, surface reflected, surface-
bottom reflected (VLA only), and surface-bottom-surface reflected path
travel times, which were determined using OASES [49], are overlaid as dot-
ted lines for comparison. The simulations use the assumed SSP of Fig-
ure 6.2(c) and sediment properties estimated from nearby sediment grab
sample data [73]. The ship dominated ambient noise results, shown in Fig-
ure 6.3(d), have both causal and acausal components, that is, peaks at
positive cross-correlation time corresponding to signals travelling from left
to right from the perspective of Figure 6.2(a), as well as peaks at neg-
ative time corresponding to signals travelling from right to left. This is
because the sound comes from all directions, though only the first 0.05 s of
the acausal signal is shown here. The other three configurations, shown in
Figure 6.3(a)–(c), have sources travelling in one direction only, from left to
right from the perspective of Figure 6.2(a), and therefore produce a one-
sided EGFA. The stationary ship EGFA (c) and ship dominated ambient
noise EGFA (d) show broader peaks than the active source results, (a) and
(b), due to the lower frequencies, 20–100Hz, of the ship noise compared to
the 1200–2900Hz active source frequencies.

The EGFA envelopes for all source types, as shown in Figure 6.3, exhibit
distinct peaks at times agreeing with the simulated direct inter-hydrophone
travel times. The times corresponding to these peaks are compared in Fig-
ure 6.4. Minimal variations are seen for all HLA hydrophone combinations,
though the stationary ship peak times (c) are generally slightly less than
the others, which is due to the discrete nature of the source location. No
signals from the source pass through the location of the first hydrophone,
on their way to the second hydrophone, with a direct path in between.

The variation in the EGFA peak times corresponding to the direct ar-
rivals between the hydrophones are notably larger for the VLA hydrophones.
Due to their location, the VLA hydrophones are more sensitive to envi-
ronmental variations and more susceptible to movement than their HLA
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Amplitude (dB)

Figure 6.3: EGFA envelopes (dB relative to maximum value) between H-
30 and all other hydrophones, overlaid with simulated travel times shown
as black dotted lines, for: (a) source lowered vertically from 9.8–60m,
(b) source towed horizontally towards the array, (c) noise generated by
R/V Knorr during the source lowering, and (d) ship dominated ambient
noise. The traces below the dashed white line are from cross-correlations
with HLA hydrophones; their distance from H-30 is on the left axis. The
upper traces are from cross-correlations with VLA hydrophones; their ver-
tical distance from the seafloor is on the right axis. A lower threshold of
−60dB has been applied to the amplitude.
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Figure 6.4: Times corresponding to the direct path arrival EGFA envelope
peaks of Figure 6.3 as a function of hydrophone number: (a) source lowering,
(b) towed source, (c) stationary ship, (d+) causal ship dominated ambient
noise, and (d-) acausal ship dominated ambient noise.

counterparts.
The EGFA peaks in Figure 6.3 that correspond to the surface reflected

arrivals show more variation than the direct path peaks. The towed source
and ship dominated ambient noise results, shown in Figure 6.3(b) and (d)
respectively, show a surface reflection peak for all hydrophones more than
40m from H-30. The source lowering results, shown in Figure 6.3(a), exhibit
peaks at slightly early times for hydrophones more than 150m from H-
30. For hydrophones less than 150m away, peak times diverge from the
simulated values. The stationary ship results, shown in Figure 6.3(c), show
an arrival peak for HLA hydrophones at ranges greater than 100m, but the
VLA results are not so clear.

The greater the complexity of the acoustic travel paths, the more detri-
mental any inaccuracies in the simulated environment would have been. For
this reason, the EGFA peaks in Figure 6.3 that correspond to the surface-
bottom reflected arrivals between H-30 and the VLA hydrophones, show
greater variation from the simulated travel times than the EGFA peaks
that correspond to the lower order paths.
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The amplitudes of the EGFA peaks are greatest, relative to the back-
ground noise, for the active source cross-correlations. This is due to high
levels of coherently propagating noise which result from the close proximity
of the source and the even distribution of the source over the active source
line integrals.

In order to more fully explain the EGFA envelopes of Figure 6.3, OAI
data for one hydrophone pair, H-30 and H-5, will be examined in detail for
each of the four sound sources in the coming sections.

Vertical source lowering

The theoretical vertical line source description in Section 6.1 assumes a
set of sources that is uniformly distributed along the line, as explained in
Section 3.1. The source was slowly lowered vertically, but was only at one
location at any given time. The line source configuration was therefore
obtained by cross-correlating data over short time intervals, and summing
these cross-correlations. Thus, while the cross-correlations as a function of
depth are initially described here, it is the sum of the cross-correlations over
all source depths that were used to approximate the EGFA in Figure 6.3(a).
The EGFA approximation could instead have been obtained by one single
cross-correlation of the data collected from the entire source lowering, but
this would have been computationally less efficient, and would not have
allowed for analysis of the cross-correlation as a function of source depth.

The geometric set-up of the source lowering, as well as the stationary
point travel paths and surface and bottom sources that converge to the
stationary points for H-5 and H-30, are shown in Figure 6.5. As explained in
Section 3.1.2, a source should ideally be lowered through the water column
and sediment, but due to experimental restrictions the source could only be
lowered from 9.8–60m, the deeper limit being approximately 8.5m above
the seafloor.

Cross-correlations of 100 s duration between H-5 and H-30 are shown
as a function of source depth for experimental data and data simulated
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Figure 6.5: Source lowering. (a) Source (far left) is lowered from 9.8–
60m, and signals are recorded on H-5 and H-30, which are shown as solid
red circles. (b)–(g) Source-receiver geometry and stationary point paths
for (b) direct, (d) surface, and (f) surface-bottom paths between the two
hydrophones. (c), (e), and (g) are the surface (St) and bottom (Sb) source
to receiver paths that converge to the stationary point paths in (b), (d),
and (f) respectively.

using OASES in Figure 6.6(a) and Figure 6.6(b)–(c) respectively. Cross-
correlation peaks occur at the time differences between paths from the
source to each hydrophone. For example, consider the direct path from
the source to H-30 and the bottom reflected path to H-5 shown in Fig-
ure 6.5(b)–(c). The simulated time differences between these paths for
sources at the top or bottom of the waveguide, as shown in Figure 6.5(c),
are depicted in Figure 6.6 as the first set of solid red circles at 0.16 s. The
curve of cross-correlation peaks connecting these circles, and best seen in
Figure 6.6(c), corresponds to the time difference between these paths for
each source depth. The time difference increases to a maximum, also called
the stationary point, which is depicted as a solid green circle in Figure 6.6(c),
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at 40m depth. This stationary point occurs when the path to the second
hydrophone, H-5, passes through the first hydrophone, H-30, as shown in
Figure 6.5(b). The two paths have a travel time difference equivalent to
the time taken to travel the distance between H-30 and H-5, and therefore
correspond to the direct arrival, where arrival refers here, and henceforth,
to the travel path between the two hydrophones, not the travel path from
the source to one of the hydrophones.

The surface and surface-bottom reflected arrivals between two hydro-
phones can be analysed in a similar way to the direct arrival just discussed,
as shown in Figure 6.5 and marked with solid circles in Figure 6.6.

Consider the four paths that converge as the source location moves to-
wards the surface of the waveguide, to the direct path from the source
to H-30, and bottom reflected path from the source to H-5. The con-
vergence point is shown as the first circle, (c)St, in Figure 6.6(c). The
cross-correlations near this point are reproduced in Figure 6.7, along with
schematics of the four paths that converge at this point. The cross-
correlations of paths (b) and (e) are in phase with one surface reflection
each, and their amplitudes are equal in amplitude at the convergence point.
Since the path length difference of (b) increases as the source location moves
towards the surface, the path length difference of (e) decreases as the source
location moves towards the surface, and their rates of change with source
depth are also the same, the cross-correlation peaks due to these combi-
nations transfer smoothly from one path combination to the other at the
convergence point, and therefore there is no spurious arrival. A similar
argument holds for paths (c) and (d) and all other sets of paths at the
waveguide surface and bottom, and therefore no peak should occur at any
of these convergence points when the cross-correlations are summed. How-
ever, if the amplitude of the surface or bottom reflection coefficient is not
unity, there will be discontinuities in the correlation when the total number
of surface and bottom reflections of the two converging paths is not iden-
tical. Truncation errors due to the non unity reflection coefficients at the
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Figure 6.6: Cross-correlated data versus source depth: (a) experimental,
(b) simulated, and (c) extract of simulated data. The solid red circles
correspond to time differences between the surface and bottom source paths
to H-5 and H-30. These paths are shown in Figure 6.5(c), (e) and (g). The
solid green circles in (c) correspond to the direct and surface reflection
stationary points in Figure 6.5(b) and (d).
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bottom of the waveguide are discussed in Section 3.1.2.

Figure 6.7: View of part of the simulated cross-correlations from Fig-
ure 6.6(c), showing the direct path to H-30 and bottom reflected path to
H-5 surface convergence point (a), and the four sets of paths that converge
to this point as the source moves towards the surface (b)–(e).

The simulated and experimental data of Figure 6.6 differ in three main
ways.

1. The experimental data are not as sharp, likely due to 2–2.5m swell,
which caused both the source and waveguide depth to oscillate
throughout the lowering event.

2. There are variations in amplitudes for different path combinations,
with some path combinations more affected than others. Likely rea-
sons are that the bottom reflection coefficient, or sediment properties,
of the simulation are only an estimation, and that due to waves, the
surface reflection was not specular. Most paths depend on some power
of surface and bottom reflection, as can be seen from Eqs. (6.3–6.7),
and higher order paths are more sensitive to these reflection coeffi-
cients.

3. Peak times differ slightly, likely due to slight mismatch in sound speed
profile and water column depth between the experimental and simu-
lated environments.
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The unity surface reflection and the sediment properties that were as-
sumed for the simulations are only approximations. Since the differences
between the cross-correlation amplitudes of the simulated and experimen-
tal data, item 2, are due mainly to variations in the environment from that
assumed, these differences could potentially be used to invert for the actual
surface and bottom reflection coefficients.

The cross-correlations were summed over depth. The experimental
summed data, ∑C, are compared with both simulated summed data and
the source shaded Green’s function in Figure 6.8.
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Figure 6.8: The sum of the H-5 and H-30 cross-correlations from the source
lowering experiment, ∑C, is compared to the simulated cross-correlations
summed from 9.8–60m, ∑Csim,p, the simulated cross-correlations summed
over the entire waveguide, ∑Csim, and the simulated source shaded Green’s
function, G. The Green’s function shows direct, D, surface, S, surface-
bottom, SB, and surface-bottom-surface, SBS, paths.

The sum of the simulated data over the waveguide, ∑Csim, shows di-
rect, surface reflected, and surface-bottom reflected peaks at correct Green’s
function, G, time lags in Figure 6.8. The amplitudes are different, as ex-
plained in Section 6.1. The significantly smaller amplitude of the surface-
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bottom reflected path in ∑Csim when compared to the Green’s function is
due to losses from the large number of boundary interactions. The Green’s
function for this path has only one surface and one bottom reflection, but
the two paths that are cross-correlated have 3 surface and 4 bottom reflec-
tions between them. This difference in amplitude due to bottom interactions
can be seen by comparing Eq. (6.3) and Eq. (6.5). The sum of the simu-
lated data from 9.8–60m only, ∑Csim,p, has small spurious peaks around
0.14 s, which is earlier than the direct arrival. These are mainly because the
cross-correlation arrivals that should converge and cancel with other paths
at the seafloor do not converge due to the 8.5m gap in cross-correlations at
the waveguide bottom.

The experimental summed cross-correlation shows peaks at the direct
arrival time as well as times slightly less than the surface reflected and
surface-bottom reflected arrivals. The main cause of discrepancies in the
secondary path peaks can be explained by considering Figure 6.6. The cross-
correlations from the travel paths containing the surface and surface-bottom
stationary points, the second and third set of solid red circles respectively,
are faint in the simulated data, but are not visible in the experimental
data, likely due to the source distribution not being completely even, and
the environment, in particular the water depth and sound speed profile,
constantly changing throughout the source lowering. The summed data are
therefore dominated by the stronger peaks from the surface source conver-
gence points that are slightly earlier, that is, the second and third solid
red circles at the surface. The amplitude of the surface reflection coeffi-
cient is likely less than unity and this causes contributions near the surface
convergence points, shown as solid red circles in Figure 6.6.

Horizontal towed source

Following the same reasoning as for the vertical source lowering in Sec-
tion 6.2.2, to obtain a line source, short time cross-correlations were summed
over the time during which the source was towed from WP40 to WP41. The

135



6. Experimental Active Ocean Acoustic Interferometry

theory assumes a source that extends out to infinity. Stopping the source
suddenly at a finite location can therefore result in spurious arrivals due
to the presence of end-effects from cross-correlations at the end point that
would cancel with cross-correlations from sources at slightly greater dis-
tances if the tow extended further. In order to minimise these end-effects,
a tapered cosine window, with length 5% of the total length over which
the source was towed, was therefore applied to the amplitude of the cross-
correlations from the furthest sources. The H-5 and H-30 100 second long
cross-correlations are shown in Figure 6.9 as a function of range for exper-
imental data as well as data simulated using OASES. The direct, surface
reflection, and surface-bottom reflection stationary points, which are the
points at which the time of arrival of the cross-correlation peaks are local
maxima, are difficult to see at this scale, and are therefore circled for clarity.
The corresponding stationary point paths are shown in Figure 6.10(a)–(c).
The stationary points occur within the first few hundred metres; the cross-
correlation peak times increase rapidly to these points, as can be seen in
Figure 6.9, and then asymptote towards a far-field fixed value. The towed
source configuration has more than one source satisfying each stationary
phase condition (i.e., more than one stationary point). The grey circles
in Figure 6.10(a)–(c) are higher order source locations that emit signals
that pass through the first hydrophone, H-30, and are then received on the
second hydrophone, H-5. Since these signals experience more boundary in-
teractions before being received at each hydrophone, their amplitudes are
much smaller, and they are therefore not visible in Figure 6.9.

Figure 6.10(d)–(f) are stationary phase geometries where one wave de-
parts at an angle of φ from the horizontal, and the other departs at an
angle of −φ. These source paths yield spurious arrivals, as explained in
Section 6.1, and will be examined in more detail shortly.

The experimental summed cross-correlations over range, ∑C, are com-
pared with the simulated summed cross-correlations, ∑Csim, and the sim-
ulated source shaded Green’s function, G, between H-30 and H-5 in Fig-
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Figure 6.9: Cross-correlated towed source data, (a) experimental and (b)
simulated, as a function of range (0–1.4 km) from H-30. The summed cross-
correlations, ∑C and ∑Csim respectively, are at the bottom of each plot.

137



6. Experimental Active Ocean Acoustic Interferometry

Figure 6.10: Source-receiver geometry and stationary point paths for (a)
direct path, (b) surface reflection path, and (c) surface-bottom reflection
path. The grey circles represent weaker stationary points. (d)–(f) Station-
ary phase geometries that yield spurious arrivals.

ure 6.11. The simulated cross-correlation sum shows direct, D, surface re-
flected, S, and surface-bottom, SB, arrival peaks at correct lag times. The
experimental data have stationary points, circled in Figure 6.9(a), that yield
arrival peaks at times slightly less than the simulated direct and surface
reflected arrivals, as shown in Figure 6.11. This is likely due to mismatch
between the experimental and simulated water depths and sound speed pro-
files. The experimental summed cross-correlation also has a higher noise
background, which is likely due to convergence difficulties near zero range,
where the data are very sensitive to the tapering method and the chosen
physical end point.

Both the experimental and simulated cross-correlation sums exhibit nu-
merous high amplitude spurious arrivals. For example, consider the two
spurious arrivals, X2 and X3, that are visible in the summed simulated
cross-correlations shown in Figure 6.11, before and after the surface re-
flected arrival, S. These spurious arrivals are due to the stationary phase
paths shown in Figure 6.10(d)–(e).

The arrivals and stationary points that create these peaks are visible
in Figure 6.9(b). Peaks corresponding to the time difference in the direct
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Figure 6.11: Sum of the H-5 and H-30 cross-correlations from the towed
source experiment, ∑C, is compared to the simulated summed cross-
correlations, ∑Csim, and the simulated source shaded H-5–H-30 Green’s
function, G. The Green’s function shows direct, D, surface, S, surface-
bottom, SB, and surface-bottom-surface, SBS, paths. An enlarged view of∑
Csim from 0.14–0.2 s, showing inter-hydrophone arrivals D, S, and SB,

and spurious arrivals X1–X3, is inset.

path to H-30 and the bottom-surface reflected path to H-5, with the surface
reflection stationary point at 0.17 s circled, are flanked by a set of arrivals at
slightly earlier and later times. These spurious arrivals, which are due to the
cross-correlation of a wave that initially undergoes a surface reflection with
one that does not, have stationary points corresponding to the geometry
of Figure 6.10(d) and (e), and are labelled X2 and X3 respectively in the
summed cross-correlations of Figure 6.11.

A significant peak, X1, is apparent in both the experimental and simu-
lated cross-correlations at 0.15 s, which is prior to the direct path, D, arrival.
This spurious arrival is due to a stationary phase contribution from the
cross-correlation of the direct path to H-30 and surface reflection to H-5, as
shown in Figure 6.10(f). The peak in the simulated and experimental data
exist only in this varying SSP environment. Simulated cross-correlations
for a 1500m/s isovelocity waveguide with the same geometry do not show
this peak, because such a stationary phase geometry does not exist when
considering straight line paths only. The schematic of straight line paths
in Figure 6.10(f) comes close to, but does not satisfy, the equal departure
angle requirement; the path to H-5 always departs the source at an angle
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closer to the horizontal than the path to H-30.

Stationary ship noise

The cross-correlated data from the stationary ship varied little with time,
as can be seen in Figure 6.12. Since the source volume is small, the signals
received by the hydrophones will be directionally biased, and hence a good
estimate of the Green’s function is not expected. However, cross-correlation
of the ship data during this time does give a multi-path result that looks
similar to the Green’s function, except that the arrival structure does have
path dependent inaccuracies. The times tend to be a little early due to the
stationary phase path geometries not existing for any of the source locations
within the small ship source volume.
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Figure 6.12: Cross-correlations of H-30 and H-5 data from the stationary
ship as a function of time during the source lowering event. The sum of the
cross-correlations, ∑C, is shown underneath.
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Ship dominated ambient noise

The structure of ship noise cross-correlations will only converge to that of
the true Green’s function if either the ship moves along the end-fire di-
rection, or the cross-correlations are averaged over many ship tracks that
pass through the end-fire plane. Ship dominated ambient noise, which was
investigated in greater depth in Chapter 5, meets the second of these cri-
teria. It was modelled in Section 6.1 as a horizontal planar near-surface
source. However, at any one time the signals tend to be dominated by
one or two nearby ships, and hence cross-correlation must be performed
over a sufficiently long period, here the entire day of September 2, such
that several ship tracks that pass through the end-fire plane are included.
The cross-correlation function, consisting of many cross-correlations that
are each 100 s long, changes continuously throughout the day of Septem-
ber 2, as shown in Figure 6.13. High amplitudes at the direct travel time of
±0.16 s indicate the presence of a ship near the end-fire plane, whilst high
amplitudes at lesser times are contributions from ships closer to broadside
(the direction horizontally perpendicular to the array). As an example, from
16–20Z the acausal cross-correlation has negligible amplitude, suggesting a
left-side dominant noise field from the perspective of Figure 6.2(a). From
20–24Z a high amplitude peak is seen to move from −0.08 to −0.14 s, sug-
gesting the presence of a ship that is moving towards the end-fire plane to
the right of the array, again from the perspective of Figure 6.2(a). The
causal and acausal direct path signal between H-5 and H-30 only emerges
clearly after summation of the noise field over the whole day, ∑C, as can
be seen in Figure 6.13.

6.3 Conclusion

Empirical Green’s function approximations determined from two active
source configurations, a vertically lowered source and a horizontally towed
source, were compared with EGFAs from a stationary ship at a single end-
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Figure 6.13: Short time cross-correlations of 6 minutes and 24 seconds for
H-30 and H-5 ship dominated ambient noise data as a function of time of
September 2. The sum of the entire day’s cross-correlations, ∑C, is shown
underneath.

fire location, and EGFAs from a ship dominated ambient noise field. It was
shown that the EGFAs from all source configurations yield direct arrival
time estimates that match well with the simulated direct arrivals, though
the stationary ship arrival times were slightly early. The ability to deter-
mine surface reflected arrivals was more variable between techniques, with
the towed source and ship dominated ambient noise giving the best re-
sults. Due to their greater complexity, the surface-bottom reflected arrivals
between H-32 and the VLA hydrophones were not as well determined.

In order to more fully understand how the EGFA evolves for each source
configuration, the cross-correlations for one source pair, H-30 and H-5, were
analysed as a function of time, and the experimental active source cross-

142



Conclusion

correlations were compared to those obtained from simulations. The em-
pirical and simulated summed cross-correlations were then compared to the
simulated source shaded Green’s function, and differences between these
were explained with reference to the theory in Chapter 3. The experimental
and simulated cross-correlations showed many of the same characteristics.

Although it is the direct path arrivals estimated from the ship dominated
ambient noise that will be applied to problems of array monitoring and
localisation in Chapter 7, direct arrival times estimated from the EGFAs
of active source configurations could also potentially be used for similar
purposes.
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Chapter 7

Practical Applications of
Travel Time Estimates

The experimental results presented in Chapter 5 show that although correct
amplitudes are difficult to obtain, the arrival structure of the Green’s func-
tion between two hydrophones can be accurately approximated from the
summed cross-correlation of ship dominated ambient noise. This chapter
describes how the inter-hydrophone travel time estimates extracted from
this ambient noise ocean acoustic interferometry data can be used for two
practical applications:

1. diagnosis of a problem of channel switching on an ocean hydrophone
array, and

2. array shape determination.

A significant proportion of the work in this chapter has been accepted for
publication in JASA-EL [86].

7.1 Introduction

As a result of Tropical Storm Ernesto, large sea state and wind conditions
started to develop during the evening of September 1. All experimental
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activities then ceased until September 3. The acoustic arrays remained op-
erative throughout this period. Analysis of experimental data recorded on
the 20 hydrophone horizontal portion of SWAMI32 after the storm revealed
that several channels in the array had switched.

The term channel switching refers to the event where signals from a
given hydrophone that were previously recorded on a certain channel, are
subsequently recorded on a different channel; hydrophone refers to the phys-
ical transducer in the array; and channel refers to the recording medium
where the data from a hydrophone were stored. Hydrophone and channel
numbers matched upon deployment of the array, as shown in Figure 7.1(b),
but not after the channel switching occurred, as shown in Figure 7.1(c)–(d).

This chapter describes how ambient noise cross-correlation of array data
from during the storm are used to diagnose a problem of channel switching
that occurred between hydrophone pairs. When channel switching occurs,
a set of two given channels begin to record data from a different pair of
hydrophones, and hence the inter-hydrophone travel time, determined from
cross-correlation of the signals, will change. The estimated travel times,
and specifically changes therein, are used to determine on which channel
the data from each hydrophone are being recorded at any given time during
the day. Consequently, the time and manner in which the channel switching
occurs is ascertained.

In addition to the channel switching, it was noticed that travel times
of acoustic data recorded on the SWAMI32 array showed inconsistencies
with the given array geometry; difference in travel times from any given
source to horizontal line array (HLA) hydrophone pairs were consistently
less than expected. Cross-correlations of data recorded on SWAMI52 and
Shark during this time period yielded travel time estimates that did not vary
significantly from that expected for the given geometry. It was therefore
hypothesised that the HLA hydrophones were spaced more closely than the
a priori specifications, most likely due to the HLA not lying in a straight line
on the seafloor. Travel times extracted from day long September 2 ambient

146



Diagnosis of channel switching

noise cross-correlations of SWAMI32 data, with the channel switching taken
in to account, are in agreement with this hypothesis.

Direct path travel times are estimated for all hydrophone pairs 12–32
(12 is in the vertical line array (VLA) approximately 2m above the bottom,
and 13–32 form the bottom-mounted HLA). Inter-hydrophone distances are
then estimated assuming constant sound speed, which is a valid assump-
tion since hydrophones 12–32 are all at or near the ocean bottom where
the SSP does not change significantly. Using the travel times, an inver-
sion for array geometry is performed using the MATLAB® nonlinear least
squares algorithm, which uses a subspace trust region method for nonlinear
minimisation [87, 88].

7.2 Diagnosis of channel switching

7.2.1 Analysis of recorded data

The SWAMI32 array, the geometry of which is shown in Figure 7.1(a), has
a 256-m long horizontal portion consisting of 20 hydrophones with tapered
spacing.

Preliminary analysis of acoustic data (see Section 7.2.2) from active
sources collected throughout the experiment shows that switching of chan-
nels occurred. Since no active source experiments were undertaken during
the storm, further details of the switching could not be determined using
traditional techniques; however, ambient noise cross-correlations (see Sec-
tion 7.2.3) show when, and in what manner, the switching occurred.

7.2.2 Active sources

Data from both broadband pulses and combustive [89] sound sources show
that before the storm the signals recorded on each channel correspond to
the correct hydrophones shown in the before switching configuration of
Figure 7.1(b). The signal from a broadband 1100–2950Hz energy pulse,
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Figure 7.1: (a) Array geometry. (b)–(d) Schematics showing the
hydrophone-channel connections: (b) at deployment, (c) after the first
switch, and (d) after the second switch.

recorded at 6:04 Z on August 31, 21◦ from the HLA axis, and 1385m from
the closest hydrophone (hydrophone 32), was projected to the on-axis direc-
tion. The envelope of the projected signal received by each HLA channel,
where channels are directly interchangeable with hydrophone numbers for
this case, is shown in Figure 7.2(a). The time of arrival is plotted relative
to the first direct arrival. Several reflected arrivals are observable on each
channel at times later than the direct. As expected, each arrival is received
first by the channel corresponding to the closest hydrophone, channel 32,
and the arrival times increase as the channel number decreases. The time
interval between arrivals on each channel increases due to tapering of the
array spacing.

After the storm, data from both linear frequency modulated (LFM)
sweep sources and combustive sound sources indicated that some switching
of channels had occurred. The match filtered signal from a 1100–2900Hz
1–s duration LFM source, held 10m below the water surface, recorded at
14:40 Z on September 3, on-axis with the HLA, and 150m from the clos-
est hydrophone, is shown in Figure 7.2(b). The signals recorded on each
channel no longer correspond to the correct hydrophones. The data from
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Figure 7.2: Envelope of the signal recorded on each channel from active
source testing (a) before the storm at 6:04 Z on August 31, and (b) after
the storm at 14:40 Z on September 3. (c) Signal envelope from after the
storm with channels re-sorted. Channels 14–15 and 20–31 are unnumbered,
but are in order between 13 and 16, and between 19 and 32, respectively.

hydrophones 31 and 32 are recorded on channels 17 and 18 respectively,
and the data from hydrophones 17–30 are all recorded 2 channels higher
than expected, as shown in Figure 7.1(d). Figure 7.2(c) shows the data
after re-sorting the channels so that the data from hydrophones 13 through
32 are in order. The arrival times and the manner in which the shape of
the envelope evolves are consistent, which shows that data recorded after
switching of the channels occurred are reliable (i.e., acoustic data from each
hydrophone are still being recorded).

The channels did not revert to their original configuration, but retained
the configuration of Figure 7.1(d) for the remainder of the experiments. It
is not known what caused the switches to occur, though possible reasons
have been hypothesised. The HLA was connected, through a junction box,
to a VLA with a large float at the top (5m below the sea surface). It
is possible that large waves which broke over the VLA float during the
storm could have tugged on connecter cables, resulting in the propagation
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of an impulsive source down the cable and subsequent damage to the cable
connections. It is also possible that the problem was not mechanical, but
occurred in the electrical systems of the junction box in which the data
were stored. Unfortunately these and other hypotheses could not be tested
as the array is owned by a non-local organisation and therefore physical
access could not be gained.

7.2.3 Ambient noise cross-correlations

As described in Section 2.2.2, the cross-correlation between two hydro-
phones, denoted A and B, as a function of time delay, τ , is defined as

CAB(τ) =
∫ ∞
−∞

pA(t)pB(t+ τ)dt, (7.1)

where p is the pressure recorded at each hydrophone, and t is time. It has
been shown [8, 15] that the arrival-time structure of the Green’s function,
G, between hydrophones A and B, defined as the signal which would be
received at A given a unit impulsive source at B, can be extracted from the
time-derivative of the ocean noise cross-correlation function:

∂CAB(τ)
∂t

' − [GAB(t)−GAB(−t)] . (7.2)

The raw cross-correlation, rather than its time derivative, is often used
as an approximation to the Green’s function [25, 56], and for a finite band-
width signal this can be a good approximation, since the cross-correlation
and its derivative closely resemble one another. However, if exact ar-
rival times are desired, the cross-correlation time derivative should be em-
ployed, as this corrects for the π/2 phase difference between the raw cross-
correlation arrival peak, and that of the Green’s function [15].

Ship dominated 20–100Hz noise was recorded throughout the day that
Tropical Storm Ernesto passed through (see Chapter 5). After preprocess-
ing the data, cross-correlation periods of 6:24 min (6minutes and 24 seconds),
which corresponds to the length of a single data file, were used. Since the
width of the cross-correlation waveforms are narrow relative to travel times
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between receivers, it is sufficient to consider the raw cross-correlations for
the purpose of determining which channels are recording data from which
hydrophones. Due to the short cross-correlation times, peak amplitudes of
the post-processed data were prone to temporal bias from high amplitude
directional sources (see Section 5.6). However, even if the source field is not
evenly distributed, the time of the cross-correlation peak between the hydro-
phones increases with distance. Examination of the raw cross-correlations
over the entire day revealed three main findings: (a) the channel switching
occurred in two steps; (b) a short time period during which each switch
occurred can be estimated; and (c) the raw signals, and hence the signal
cross-correlations, recorded for a significant time period before and after
each switch, exhibit high levels of noise on the higher channels.

Cross-correlations from times prior to and after each switch occurred
are shown in Figure 7.3(a)–(d). Figure 7.3(a), which depicts the cross-
correlations starting at 7:07:37 Z, shows that the channels are in order, and
the cross-correlation peaks correspond to a move-out velocity of approxi-
mately 1500m/s, as expected. The cross-correlations of data starting at
7:14:01 Z are shown in Figure 7.3(b). These show an anomaly in the signal
recorded by channel 17. The signal does show a small peak at the expected
move-out velocity; however, the major peak occurs at a time of just under
0.2 s, which is the expected cross-correlation time for channel 32. The sig-
nals recorded on channels 18 through 32 exhibit major peaks corresponding
to those expected for one channel lower than their assigned values. These
results suggest that channel 17 switched within the period 7:17 Z±3min,
the relative peak amplitudes indicating that the switch was closer to the
start of this time period. Note that the cross-correlations for channels above
17 exhibit high levels of noise. High noise levels were, in fact, observed on
channels 18–32 for a two hour period surrounding this time (5:40–7:40 Z),
suggesting that the channel switching and the increase in noise are linked.
The hydrophone-channel connections after this first switch are shown in
Figure 7.1(c).
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Figure 7.3: Short time cross-correlations (6:24min) between channel 13
(first HLA hydrophone) and all other channels from the time period sur-
rounding the first switch (a) 7:07:37 Z and (b) 7:14:01 Z, and from the time
period surrounding the second switch (c) 12:08:40 Z and (d) 12:15:05 Z. (e)-
(g) 20 s long cross-correlations at 12:14 Z for times (e) 20–40 s, (f) 30–50 s,
and (g) 40–60 s.
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Results of cross-correlation of data starting at 12:08:40 Z are shown in
Figure 7.3(c). Channel 17 is still the only channel to have switched. Cross-
correlations of data immediately following this, starting at 12:15:05 Z are
shown in Figure 7.3(d). These cross-correlations suggest that channel 18 has
also switched. Now channels 17 and 18 are recording data from hydrophones
31 and 32, and channels 19–32 are recording data from two hydrophones
less than their number. This configuration matches the ‘after switching’
description of Section 7.2.2 that is depicted graphically in Figure 7.1(d)
and Figure 7.2(b). Cross-correlations with higher numbered channels ex-
hibit less noise than during the first switch, and high noise levels were only
observed for a few minutes around the time of the second switch.

Cross-correlations over shorter time periods were employed to narrow
down the time window during which the second switch occurred. Cross-
correlations of 20-s duration were calculated from 12:08:40–12:21:29 Z. Three
results from the minute of 12:14 Z are shown in Figure 7.3(e)–(g): (e) 20–
40 s, (f) 30–50 s, and (g) 40–60 s. Due to the shorter duration of the cross-
correlation time, the cross-correlations exhibit high noise levels; however the
peak arrivals can still be observed. The first cross-correlation, Figure 7.3(e),
suggests that channel 17 has switched but 18 has not. The second cross-
correlation, Figure 7.3(f), is the least clear, but suggests that the switch
occurs during this time period, since both the true and delayed arrival are
seen. The third cross-correlation, Figure 7.3(g), also exhibits the true and
delayed arrival; however, the delayed peak dominates, suggesting that the
switch occurred closer to the start of the cross-correlation period. The likely
time interval during which the second channel switching occurred is thus
12:14:45 Z±5 s.

Once the switch times had been determined, data from the entire day
of September 2 were correlated in three time segments: (a) immediately
before either switch, (b) after the first switch but before the second switch,
and (c) immediately after the second switch. The channels were re-sorted
so that the data from hydrophones 13 through 32 were in order, and then
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plotted as a function of distance from hydrophone 13 in Figure 7.4(a)–(c).
The cross-correlation peaks are seen to increase linearly in time with dis-
tance along the array, which is in agreement with the results previously
described. The noise levels are lower than those in Figure 7.3 due to the
longer cross-correlation periods. The envelopes of the time-derivatives of
the cross-correlation functions, which, as previously mentioned, relate to
the arrival times between hydrophones, are shown in Figure 7.4(d)–(f), cor-
responding to data in Figure 7.4(a)–(c) respectively. The simulated travel
times between hydrophones, which were determined using OASES [49], are
also shown. The envelope peaks are in agreement with the direct arrival,
and also with the surface reflected arrival at greater distances. The surface
reflected arrival is not seen at closer distances due to the steeper grazing
angles, which are accompanied by greater bottom loss.

Figures 7.3 and 7.4 show only the cross-correlations between channel
13 and other channels. Comparisons between all channels can be made by
considering the peak of the envelope of the time-derivative of the cross-
correlation function, which, as previously mentioned, corresponds to the
arrival times between hydrophones when the noise sound field is isotropic.

The arrival time corresponding to the envelope peak of the noise cross-
correlation time-derivative is plotted for all channel pairs in Figure 7.5 for
three 6:24 min periods at (a) 2:20 Z, (b) 10:55 Z, and (c) 23:15 Z. These
correspond to time periods well before the first switch occurred, in between
when the two switches occurred, and after the second switch occurred. Dur-
ing the high noise level time periods surrounding the switch times, a clear
peak in the gradient envelope was difficult to obtain, and therefore the
time periods used here are well away from the switch times. The corre-
lation times of Figure 7.5 give additional support to the findings that the
channel switching occurred in two steps. Figure 7.5(c) shows peak times
that are less than those shown for (a) and (b). This suggests that the noise
field at 23:15 Z is dominated by off-axis directional energy in the data (see
Section 5.6). However, as mentioned in Section 7.2.3, even if the source field
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Figure 7.4: (a)–(c) Cross-correlations between channel 13, the first HLA
hydrophone, and all other channels after re-sorting the channels, plotted as
a function of distance from hydrophone 13: (a) before, (b) between, and
(c) after the switches. (d)–(f) Normalised envelopes of the cross-correlation
function time-derivatives, with simulated direct (black dotted lines) and
surface reflected path travel times (white dotted lines): (d) before, (e) be-
tween, and (f) after the switches.
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Figure 7.5: Arrival time as a function of distance from the first HLA element
(hydrophone 13), from (a) before the first switch at 2:20 Z, (b) after one
channel has switched at 10:55 Z, and (c) after both channels have switched
at 23:15 Z.

is not evenly distributed, the time of the cross-correlation peak between the
hydrophones increases with distance, and therefore only the relative times
are important.

7.2.4 Conclusion

Results from active source experiments near the SWAMI32 array prior to
and after the day Tropical Storm Ernesto passed through the region showed
that some channels had switched during the storm.

Ambient noise cross-correlation of data from September 2 was success-
fully employed to determine more information about the nature of the chan-
nel switching. The cross-correlation analysis suggested that the switching
occurred in two distinct stages. The change that occurred at each stage was
identical; the channel that was recording the data of hydrophone 17 started
recording data from hydrophone 32, and the channels recording data from
hydrophones 18 through 32 all moved down one hydrophone. The inferred
time intervals during which each switch happened were narrowed down to
the periods 7:17 Z±3min and 12:14:45 Z±5 s. Elevated noise levels were ob-
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served on each channel for a significant time period surrounding each switch.
The noise levels were especially high during the first switch, making it dif-
ficult to narrow down the time of the switch to as small a time window as
was obtained for the second switch. Longer time period cross-correlations
from before, between, and after the switches occurred, supported the find-
ings. With the channels re-sorted to the correct hydrophones, the cross-
correlation function time-derivative envelopes showed accurate arrival time
structure.

7.3 Array shape estimation

Estimation of array shape from travel times and other acoustic data has
previously been performed using discrete sources [90–92]. Either an active
source or ship noise at approximately known locations is used. If exact
source locations are not known, the inversion algorithm can invert for both
source and receiver positions. Inputs for the inversions generally consist of
source-receiver travel times, a priori estimates of the source and receiver
geometry, and estimated errors in travel times and geometry, as well as other
assumptions such as the array elements being able to be approximated by
a smooth function.

Sabra et al. [27] developed a 2 dimensional algorithm (all receivers must
be located on the same horizontal plane, allowing for an isovelocity assump-
tion) for array element self-localisation from ambient noise cross-correlations.
Their methods were experimentally shown to be effective for HLA hy-
drophone localisation, and as such, form a basis for the methodology pre-
sented here.

All the HLA elements as well as the lowest VLA element are considered
here. The VLA element is included so that the location of the HLA relative
to the VLA can be estimated also. Velocity changes near the bottom of
the water column are negligible and therefore the isovelocity assumption
remains valid.
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7.3.1 Inter-hydrophone travel times

Correlations of SWAMI32 20–100Hz September 2 data were performed fol-
lowing the methodology of Chapter 5. Travel times, Ti,j, between hydro-
phones i and j were then estimated as the peak of the empirical Green’s
function approximation envelope.

7.3.2 Inversion algorithm for array element localisation

The fundamentals of a generic inversion process are included in Appendix C.
The array element inversion process presented here attempts to determine
an array geometry with inter-hydrophone travel times that best match the
measured travel time estimates.

The bottom of the VLA is chosen as the origin, and the 20 HLA ele-
ments, which are all assumed to be at a constant depth, are parameterised
in 2D by their distance and azimuth from the first element. The VLA
element is parameterised by its height from the seafloor.

The model vector of unknown parameters is

m = [h1, d2, ..., dM , θ2, θ3, ..., θM−1]T, (7.3)

where M = 21 is the number of elements in the array, h1 is the height of
the VLA hydrophone above the seafloor, dj is the distance from the origin
to element j, and θj is the azimuth relative to the two ends of the array
(i.e., θM = 0). The inversion therefore seeks to estimate 2M − 2 unknowns.

The observed data vector:

T = [T1,2, T1,3..., T1,M , T2,3, ..., TM−1,M ]T, (7.4)

consists of M(M − 1)/2 terms.
The array is a priori assumed to be straight. The a priori estimate of

the unknown parameters is therefore map = [l2, ..., lM , 0, ..., 0, c0]T , where lj
is the pre-experiment measured hydrophone separation.

The inversion seeks to minimise the difference between the measured
travel times and those computed from the model vector, whilst simulta-
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neously ensuring that the resulting hydrophone locations lie on a smooth
spline.

The computed travel times are

Tcal =
[√

|d2eiθ2 |+h2
1

c0
, ...,

√
|dkeiθ2 |+h2

1
c0

, ...,

√
|dMeiθ2 |+h2

1
c0

, (7.5)

|d3eiθk−d2e
iθj |

c0
, ..., |dke

iθk−djeiθj |
c0

, ..., |dMe
iθM−dM−1e

iθM−1 |
c0

]T
. (7.6)

The travel time differences should be weighted by the inverse of the
uncertainties of the measured times. This is done by pre-multiplication
with the diagonal regularisation matrix:

W1 = diag [w1,2, w1,3..., w1,M , w2,3, ..., wM−1,M ] , (7.7)

where wj,k are uncertainty weightings for each observation data. If the
uncertainty is assumed to be a constant number of samples independent
of the hydrophone pair, then the difference between the observed travel
times, T, and the computed travel times, Tcal, should be equally uncertain
regardless of hydrophone pair. Unity regularisation weighting was therefore
used.

The first objective function to be minimised is

Φ1 = [W1(T−Tcal)]T [W1(T−Tcal)] (7.8)

= [(T−Tcal)]T [(T−Tcal)]. (7.9)

The second consideration of the inversion is the shape of the array. The a
priori assumption is that the array is straight. The inversion therefore seeks
to minimise the difference in azimuth between straight lines connecting
successive elements.

The change in azimuth vector between the lines connecting two succes-
sive elements is

∆Θ = [∆θ2, ...,∆θj, ...,∆θM−1]T , (7.10)

where

∆θj = phase(dj+1e
iθj+1 − djeiθj)− phase(djeiθj − dj−1e

iθj−1). (7.11)
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Unity regularisation weighting is applied. The smoothness objective func-
tion is therefore

Φ2 = [∆Θ]T [∆Θ]. (7.12)

The objective function to be minimised is the weighted sum of Φ1 and Φ2:

Φ = Φ1 + αΦ2 = [(T−Tcal)]T [(T−Tcal)] + α[∆Θ]T [∆Θ], (7.13)

where α is the Lagrange multiplier that governs the relative importance of
the observed travel times and the array smoothing.

The array geometry is estimated as that which minimises the objective
function, Φ.

7.3.3 Application to data

The array element localisation algorithm was applied to the travel times
obtained from the JD245 ambient noise cross-correlations. Minimisation of
the objective function was achieved using the MATLAB® nonlinear least
squares algorithm, which uses a subspace trust region method for nonlinear
minimisation [87, 88].

Since the least-squares algorithm attempts to minimise all travel time
differences, it can be susceptible to bias from outliers. The six largest
values were therefore rejected for each calculation of the objective function
(stability was checked and results using rejection of 5–20 largest values
showed negligible variation).

Lower and upper limits on inter-element spacing were set to half and
twice the a priori values. The large upper bound was used because inver-
sion results yielding distances greater than the a priori data would have
suggested a problem with either the data or the algorithm. The distances
calculated from the inversion were; however, consistently about 5% less
than the a priori values, which is consistent with the expectation that the
hydrophones were spaced more closely.

The inverted element location results are show in Figure 7.6, along with
the a priori locations. The a posteriori geometry supports the original
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Figure 7.6: Array element locations: a priori (circles) and a posteriori
results from non-linear least squares travel-time inversion (asterisks).

hypothesis that the HLA was not lying in a straight line. Results using
estimates of the unknown parameters map that are different to the a priori
geometry converge to the same a posteriori geometry. The a posteriori
geometry results were observed to match travel times from all active sources
at known locations near the array better than the a priori straight line
geometry.

7.3.4 Conclusion

An inversion algorithm for array element localisation, that used inter-
hydrophone travel times estimated from ship dominated ambient noise
cross-correlation, was successfully applied to SWAMI32 hydrophone data.
The curved a posteriori array shape matched travel times from active sour-
ces at known locations better than the a priori shape, supporting the orig-
inal hypothesis that the array was not lying in a straight line
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Chapter 8

Conclusion

Knowledge of the ocean acoustic Green’s function can be used to determine
information about the ocean environment through which acoustic transmis-
sion between two points takes place. There exists limited prior literature
that addresses ocean acoustic interferometry, that is, Green’s function ap-
proximation from cross-correlation of sound in the ocean. The work in this
thesis aimed to further the understanding of ocean acoustic interferometry
in a shallow water oceanic waveguide.

8.1 Summary of thesis findings

This thesis focussed upon ocean acoustic interferometry using two source
types: active sources, and ship dominated ambient noise. Theoretical de-
scriptions, simulated and experimental results (using data collected on the
outer New Jersey Shelf during the Shallow Water 2006 sea trials), as well as
two practical applications of ocean acoustic interferometry, were presented.

A stationary phase argument was used to theoretically describe the
relationship between the summed cross-correlations from a line of active
sources, and the Green’s function between two hydrophones. Three active
source configurations were considered: vertical and horizontal line sources,
located in the same vertical plane as two hydrophones; and a horizontal
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hyperbolic source with its asymptote at a location horizontally midway be-
tween two hydrophones. The theory and simulations for the vertical line
source presented here were shown to be in agreement with a modal approach
presented by others, and results for cross-correlations of towed horizontal
line and hyperbolic sources were shown to be in agreement with theoreti-
cal work on cross-correlations of wave generated ocean noise, modelled as
a horizontal plane of sources, as well as horizontal lines of seismic surface
sources. The three source configurations were compared and their advan-
tages and disadvantages highlighted. Due to its close proximity, signals
from the source column were shown to have minimal attenuation, but the
source column geometry did not account for the modal continuum of the
ocean sediment. The towed source scenarios were shown to suffer from
intrinsic stationary-phase contributions from cross-correlations between a
wave that initially undergoes a surface reflection and one that does not.
The hyperbolic source was shown to have the advantage of being able to
approximate the Green’s function between a physical receiver and a virtual
receiver; however, unlike the other two configurations, the theory assumed
range independence and therefore is not applicable in some environments.

Experimental data were collected during the Shallow Water 2006 exper-
iments. It was shown that the ocean environment was characterised by a
strong thermocline and significant spatiotemporal variability. The result-
ing direct path acoustic field was shown to include multi-path interference,
with high sensitivity to ocean variations. It was therefore difficult to extract
accurate reflection coefficient information from the acoustic data. It was
decided that sediment properties needed as input data for cross-correlation
simulations would therefore be better estimated from available nearby se-
diment grab sample data.

Cross-correlations of ocean noise in the ship dominated 20–100Hz fre-
quency range were used to determine empirical Green’s function approxi-
mations (EGFAs). Since ship noise is generated at discrete locations, long
cross-correlation periods were required to give sufficient averaging for the
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emergence of the Green’s function. For a frequency band with sufficient
levels of coherent noise, different time and frequency domain normalisation
methods yielded similar cross-correlation results. A major reason for this
is the spatial averaging of the noise field that occurred when noise from
many ship tracks were recorded. Direct, surface reflected, and bottom-
surface reflected travel times between hydrophones were determined from
the EGFA envelopes for three L-shaped arrays, and agreed well with simu-
lated data. Summing the cross-correlations between equi-spaced horizontal
line array (HLA) hydrophone pairs was shown to increase the signal-to-noise
ratio. Analysis of temporal variations in the cross-correlations confirmed
that the signal was generally dominated by only one or two sources at any
one time. Cross-correlations obtained from data recorded during Tropical
Storm Ernesto were shown to be clearer than those obtained before and
after the storm. This was due to a combination of a reduction in high en-
ergy discrete sources (most ships left the area during the storm), and an
increase in overall sound levels. High amplitude discrete sources were not
averaged out during cross-correlation, and could therefore result in EGFA
peaks at times earlier than the inter-hydrophone travel times. Removal of
a dominant discrete source was shown to improve the EGFA by removing a
corresponding high amplitude peak at a time less than the inter-hydrophone
travel time.

Cross-correlations were examined for experimental data obtained from
two of the three active source configurations discussed in the theory: a
source lowered vertically, and a source towed horizontally. Hyperbolic
source data were collected but not analysed in detail because they showed
less resemblance to the acoustic Green’s function than the other two source
configurations. The results were compared with cross-correlations from the
ship dominated noise field, and also with cross-correlations of noise gener-
ated during a source lowering event by the ship from which the source was
being controlled. The active source data EGFAs were shown to have higher
signal-to-noise ratios than the EGFAs from ship noise. This was due to the
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higher levels of coherently propagating noise that resulted from the close
proximity of the source, and the even source distribution over the active
source line integrals. The differences between the EGFAs and simulated
Green’s functions were explained with reference to theory and simulations
by considering the results for a single hydrophone pair. Approximation
of direct paths were shown to be consistently good for each source con-
figuration. Surface reflection paths were shown to be more accurate for
hydrophones with a greater horizontal separation, and the towed source
and ship dominated ambient noise were shown to be best for determining
surface reflected arrivals overall.

Two practical applications of ocean noise cross-correlation were detailed:
the diagnosis of a problem with a multichannel hydrophone array, and array
element self-localisation. Results obtained from active source measurements
revealed that signals from several hydrophones, which were recorded on
certain channels before the storm, were subsequently recorded on different
channels after the storm. Noise cross-correlation of data recorded during
the storm showed when, and in what manner, this channel switching took
place. The inferred intervals during which each switch occurred were nar-
rowed down to two time periods, 6minutes and 10 seconds long respectively.
With the channels re-sorted to match the correct hydrophones, the cross-
correlation function time-derivative envelopes were shown to give accurate
arrival time structure at all times before, during, and after the storm. In
addition to the channel switching, it was noticed that differences in travel
times from any given source to HLA hydrophone pairs were consistently
less than expected for the assumed geometry. It was therefore hypothe-
sised that the HLA was not lying in a straight line on the seafloor. Travel
times extracted from day long ambient noise cross-correlations of data, with
the channel switching taken into account, were used in a non-linear least
squares inversion to estimate array geometry. The resulting curved array
geometry provided more consistent acoustic travel times from active noise
sources than the assumed straight line array geometry.
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In conclusion, the findings discussed in this thesis increase the under-
standing of Green’s function approximation from cross-correlation of sound
in the ocean. This thesis provided a theoretical and practical understand-
ing of Green’s function estimations for two noise types: active sources and
passive ship-dominated ambient noise. Cross-correlations of the ship noise,
which has the advantage of no additional source instrumentation being re-
quired, were shown to be of good quality when the source distribution
was fairly evenly distributed, but degenerated when the incoming source
field was directionally biased. Cross-correlations of the active source sig-
nals, which have the advantages of higher frequencies, giving sharper arrival
peaks, as well as controllability and continuous monitoring, were shown to
have a higher signal-to-noise ratio than the ambient noise cross-correlations,
but suffer from spurious arrivals that are intrinsic to the source geometry.

Two examples of how travel time information extracted from Green’s
function estimates can be applied to a practical situation were also provided
in this thesis. By better understanding the effects of both source geometry
and ocean environment on Green’s function approximation, it is anticipated
that in the future more of the information obtained from ocean acoustic
interferometry will be able to be successfully used for practical purposes.

Much of the work presented in this thesis has either been published or
submitted for publication by the author in both journals and conference
proceedings, as listed in Appendix D.

8.2 Recommendations for future work

The active source experiments detailed in this thesis were the first known
set of experiments of their type conducted for the purpose of ocean acoustic
interferometry. Much has been learnt from analysis of the collected data,
and as such, it would be beneficial to investigate in more detail the SNR of
the cross-correlated waveforms as a function of environmental, geometric,
and experimental parameters. The first recommendation for future work
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presented here concerns such an investigation.
In addition, it would be of useful to be able to perform additional active

source experiments using the information that has been learnt from the
original experimental design and the subsequent analysis of data. Two of
the recommendations for future work presented here concern the collection
of additional active source data, and the further analysis of current data if
additional information becomes available.

Travel times obtained from cross-correlations were shown to be useful for
practical applications. However the work presented in this thesis provides
just one step towards the larger goal of using Green’s function approxi-
mations to determine environmental characteristics such as water column
and seafloor properties. It is anticipated that with further development of
ocean acoustic interferometry techniques, more information can be obtained
from the empirical Green’s function approximations and used for practical
purposes. Two of the recommendations for future work therefore concern
cross-correlation analysis at lower frequencies, and over greater distances
than considered within this thesis, with the ultimate goals of determining
and monitoring sediment properties.

8.2.1 Effect of various parameters on SNR

A detailed investigation of how certain parameters affect the signal-to-noise
ratio of the cross-correlation would be helpful to understand the ocean
acoustic interferometry technique more completely, and the results from
such an investigation would be advantageous for the design of future ex-
periments. Parameters that could be investigated include noise time-series
bandwidth, sensor separation, recording time, attenuation, and ocean fluc-
tuations (in particular changes in waveguide depth due to wave activity, and
changes to the sound speed profile). This investigation would, at first, need
to be performed by variation of each parameter individually through the-
ory and simulation rather than experimentation, as the uncertainties and
changes in the ocean environment would make it difficult to experimentally
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focus upon changes in only one parameter at a time.

8.2.2 Additional source lowering experiments

If the opportunity to perform additional at-sea experiments in calmer waters
becomes available, then another source lowering experiment should be per-
formed, this time lowering over the whole water column depth. This should
remove the spurious arrivals that exist due to gaps in the source distribution
at the waveguide top and bottom. The more stable ocean environment will
also increase the resolution of the results. Several source lowering experi-
ments at various distances from the array should be performed. This will
enable the formulation of a better understanding of the cross-correlation
amplitudes and their relationship to the experimental geometry. Analysis
of the amplitudes of peaks in the unsummed cross-correlations could then
potentially be used to estimate surface and bottom reflection properties.
This will require a multi-variable inversion method because reflection prop-
erties have angular dependence, the sea surface is not stationary, and the
seafloor may be range-dependent. Multiple source lowering distances and
calmer conditions would make this task more feasible than it would be for
the current data set.

Lowering a source over the water column takes a time period that is long
with respect to the time scale of changes in the ocean environment due to
processes such as wave activity. It would therefore be desirable to perform
an experiment that is geometrically similar to the lowering experiment,
except that a vertical array of closely spaced sources spanning the water
column is used instead. This would allow for the approximation of short-
term Green’s functions and would also be useful for monitoring how the
Green’s function approximation changes over time, and for relating these
changes to short time scale processes such as wave activity, and medium
time scale processes such as tidal effects.
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8.2.3 Experimental hyperbolic source

The theory governing cross-correlation for a horizontal hyperbolic source
was presented in Section 3.3. Experimental data from a source towed along
hyperbolic paths were collected during the SW06 experiments on the same
day and using the same towed source as the horizontal towed straight line
source described in Chapter 6. The ship travelled along two hyperbolic
paths, as shown in Figure 8.1. Hyperbolic path 1 was designed such that
its focal point coincided with hydrophone 30, its apex was at a point mid-
way between hydrophones 30 and 28, and its asymptotic origin was at a
point midway between hydrophone 30 and the vertical line array (VLA).
Hyperbolic path two also had the same focal point and asymptotic origin,
but the apex was chosen to be midway between hydrophones 30 and 16.

The accuracy of the source track is critical around the hyperbola apex.
An accurate track was able to be obtained due to the dynamic positioning
capabilities of the ship, as shown in Figure 8.2.

Preliminary analysis of hyperbolic source data cross-correlations re-
vealed that they showed less resemblance to the acoustic Green’s function
between two points than the straight line horizontal source tow. A con-
tributing reason for this is likely to be that the hyperbolic configuration
assumed range independence, but the environment was actually range de-
pendent. Hence, if an accurate mapping of the local water column depth and
sediment properties could be obtained, then the results from the straight
line towed source and hyperbolic towed sources could potentially be used
to examine sensitivity of the method to range-dependence.

In addition, if the opportunity to perform at-sea experiments in a range
independent environment were to become available, the straight line and
hyperbolic source tows could be repeated. This would give a better idea of
how factors other than range dependence affect the results obtained using
a hyperbolic configuration rather than a straight line tow.
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Figure 8.1: Mid-frequency SWAMI32 towed source tracks: straight (green
dashed), hyperbolic path 1 (dark blue dotted), and hyperbolic path 2 (light
blue). Numbered markers are waypoint numbers, ‘VLA’ is the location of
the vertical portion of the SWAMI32 array, and the horizontal portion of
the array extends from the VLA to the point marked by an asterisk.

8.2.4 Cross-correlations at seismic frequencies

Due to the maximum array lengths of 465m, the minimum frequency of
the acoustic data used in this thesis was 20Hz. The SWAMI32, SWAMI52,
and Shark arrays were located several kilometres apart. Cross-correlation
of data from hydrophones located on separate arrays could therefore be
performed at seismic frequencies. Each array had a different sampling fre-
quency, but this would not present a problem as all data would be down-
sampled to the same frequency. There were also timing errors of several
seconds between the arrays. Corrections for this would need to be made
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Figure 8.2: Hyperbolic tracks were achieved using dynamic ship positioning.
The desired navigation path is entered into the system (blue path) and the
actual ship position, shown as grey images, is mapped over time. The ship
and navigation path are to scale.

before data cross-correlation.
Data from three stationary sound sources could be used to correct for the

timing errors. The stationary sources were active for the first few minutes
of every half hour throughout the time the arrays were deployed:

1. National Research Laboratories (NRL) 300Hz linear frequency mod-
ulated signal, Bandwidth of BW=60Hz;

2. Woods Hole Oceanographic Institute (WHOI) 224Hz phase encoded
signal, BW=16Hz; and

3. WHOI 400Hz phase encoded signal, BW=16Hz.

The location of these sources relative to the hydrophone arrays is shown in
Figure 8.3. The signals emitted by these sound sources were loud enough
to be received clearly at each hydrophone array and therefore timing errors
could be corrected for using the arrival times, at each array, of the signals
emitted by each sound source using a triangulation method.

The greater distances and hence lower frequencies used by cross-
correlating between arrays would potentially allow the current study of
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Figure 8.3: Locations of fixed sound sources: NRL300Hz (green asterisk),
WHOI 224Hz (blue asterisk), and WHOI 400Hz (red asterisk); and loca-
tions of L-shaped hydrophone arrays: SWAMI52 (circle), Shark (triangle),
and SWAMI32 (cross).

body waves (i.e., waves travelling within the ocean waveguide) to be ex-
tended to surface waves travelling along the seafloor-sediment interface.

8.2.5 Cross-correlations for monitoring gas hydrates

A gas hydrate sea-floor observatory has recently been installed over a one-
kilometre-diameter carbonate/hydrate mound in the Gulf of Mexico Mis-
sissippi Canyon Block 118. The location of this canyon block is shown in
Figure 8.4. The observatory includes four 400-m horizontal line arrays, each
with 16 hydrophones, nested in a 1000m cross configuration, as shown in
Figure 8.5. The large array aperture allows for analysis of lower frequency
data than that considered in this thesis.

Cross-correlation of low frequency wave generated seismo-acoustic am-
bient noise can therefore be used to determine travel times between pairs of
sensors in the HLA. Sub-bottom paths will likely be more easily extracted
from this lower frequency seismic data. Analysis of long term changes in
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INTRODUCTION 
 
A carbonate/hydrate mound approximately a 
kilometer in diameter occurs in the south-central 
portion of Mississippi Canyon lease block 118 
(MC118), the location of which is shown in figure 
1.   

 
Figure 1 Location of Mississippi Canyon Block 118 
(MC118) 

This mound has been chosen by the Gulf of 
Mexico Hydrates Research Consortium to be the 
site of a multi-sensor, multi-discipline sea-floor 
observatory.  The observatory (figure 2) includes 
seismo-acoustic, geochemical and micro-biologic 
sensors which will monitor ambient seismo-
acoustic noise, fluid venting and environmental 
conditions for a period of five-to-ten years. 
It is expected that such monitoring will lead to an 
understanding of how fluids migrate and effect the 
formation of hydrates within the mound.  Seismo-
acoustic monitoring will be based on methods of 
seismic interferometry [1] that use ambient noise 
correlations to measure travel times between 
hydrophones.  The hydrophones will be distributed 
both vertically and horizontally.  Since distances 
between hydrophones will be known, changes in 
travel times can be stated as changes in speeds of 
propagation that result from physical  changes 
within the material comprising the mound.  Since 
gas migration is likely to be the most changeable 

aspect of that material, it is expected that the 
travel-time changes will be related to movement of 
gas and will correlate with changes in vent-gas 
volume (observed acoustically) and/or changes in 
gas chemistry (observed by an in situ 
spectrometer).  Corroborating evidence will be 
provided by observations of nearby microbial 
communities. 
Several surveys have been carried out in 
preparation for installing the observatory.  The 
resulting data set permits a preliminary discussion 
of the structure of the mound.  Such discussion is 
crucial to proper deployment of the various sensors 
before monitoring commences. 
 

 
Figure 2 Illustration of sea-floor observatory 
components. 

 
 
SURFACE MORPHOLOGY 
 
The surface of the mound has been imaged by 
multi-beam bathymetric sonar from an autonomous 
underwater vehicle (AUV) 40m above the sea floor 
as well as by cameras at or a few meters above the 
sea floor deployed from drifting surface vessels or 
tethered submersibles. Also, visual observations 
have been made from manned submersibles. 
The surface morphology of the mound (figure 3) is 
characterized by several main crater clusters that 
exhibit bathymetric relief of 2-6m with individual 
craters 5-60m in diameter. For reference purposes, 
the clusters are grouped into three principle 
complexes based on complexity of relief and 
relative venting activity. The three complexes are: 
the SE Complex which has low relief and no 
observable venting activity; the NW Complex with 
moderate-to-low relief and a moderate-to-low level 

Figure 8.4: Location of Mississippi Canyon Block 118 (MC118), (source:
McGee et al. [93]).

sub-bottom travel times between sensors can potentially be used to deter-
mine when changes have occurred in the materials through which the noise
travels. This passive monitoring technique will hopefully lead to an under-
standing of how fluids migrate and affect the formation of hydrates within
the carbonate/hydrate mound.

The seismo-acoustic monitoring technique is a large project within itself
and will require several steps:

1. Using existing techniques and codes, an automatic processing tech-
nique that removes strong events, and filters and spectrally equalises
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 Figure 8.5: Gas hydrate sea-floor observatory in Mississippi Canyon Block
118 (source: McGee [94]).

the noise data, will need to be developed and fine-tuned depending
upon the characteristics of the noise data collected.

2. Subsequent to initial data analysis, adjustments to the physical ex-
perimental set-up will need to made. In particular, adjustments to
array design and sampling time intervals may be needed.

3. Noise sources will likely include distant storms, local breaking waves,
ships, seismic exploration, and biological sources. Identification and
classification of these sources will be necessary as each source type will
have different characteristics and propagation paths and will therefore
affect the cross-correlated data in different ways. Spatial, azimuthal,
and temporal variations in the noise strength will also need to be
interpreted in terms of strength and direction for each type of noise
source. This step will likely be the most difficult and time consum-
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ing; an accurate understanding of spatio-temporal characteristics is
vital since otherwise it will not be known whether any changes in the
cross-correlation are due to changes in the carbonate/hydrate mound
structure or whether they are simply due to changes in source char-
acteristics.

4. Temporal stability of the technique will then need to be assessed and
changes will need to be made until a monitoring capability can be
demonstrated.

5. Once a monitoring capability has been demonstrated, results will need
to be compared with those from high-resolution seismic data for the
site to assess the accuracy of the developed technique.
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Appendix A

Normalisation for Impedance
Changes

In order to satisfy the equal amplitude criterion of Section 3.1.2, the cross-
correlations from sources that span an area of varying impedance should be
normalised by dividing by ρsc

sin θs , as calculated at the source location, where
ρ is medium density, c is medium sound speed, and θ is the grazing angle
with the horizontal. This can be understood by considering the following.

Consider the geometry of Figure 3.3(a). Let R be a reflection from the
bottom of the water column, R′ be a reflection from the top of the sediment,
R′′ a reflection from the bottom of the sediment, T a transmission from the
water column into the sediment, and T ′ a transmission from the sediment
to the water column. If the source amplitude is Sa, the cross-correlation
of the acoustic path from S to A with the path from S to B yields an
amplitude of SaTT ′×SaR. Similarly, for the geometry of Figure 3.3(b) the
cross-correlation of the paths from S ′ to each receiver yield an amplitude
of SbR′T ′ × SbT ′. The two will cancel only if

SaTT
′ × SaR = −SbR′T ′ × SbT ′. (A.1)

The reflection coefficient at the interface of two media is defined as [4]

R12 =
ρ2c2
sin θ2
− ρ1c1

sin θ1
ρ2c2
sin θ2

+ ρ1c1
sin θ1

, (A.2)
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A. Normalisation for Impedance Changes

where medium 1 is the medium in which the wave is travelling, and me-
dium 2 is the medium on the other side of the interface. The transmission
coefficient from medium 1 to 2 is

T12 =
2 ρ2c2

sin θ2
ρ2c2
sin θ2

+ ρ1c1
sin θ1

. (A.3)

Substituting Eq. (A.2) and Eq. (A.3) into Eq. (A.1) and simplifying yields

S2
a

ρaca
sin θa

= S2
b

ρbcb
sin θb

, (A.4)

where subscript a denotes the water column and subscript b denotes the
sediment.
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Appendix B

Array Details

Four arrays were used to collect data: MPL-VLA1, SWAMI32, SWAMI52,
and Shark. The MPL-VLA1 is a vertical line array that is able to maintain
its vertical configuration after deployment due to an anchor at the array
bottom, and a buoyancy float at the top. The other three arrays are L-
shaped, with a vertical line array (VLA) component and a horizontal line
array (HLA) component. The vertical components maintain their shape due
to buoyancy floats at the top and electronics modules that are heavy enough
to anchor them at the bottom. The horizontal arrays are all anchored at
both ends so that they retain their straight horizontal configuration. De-
scriptions of the SW06 array dimensions with mooring diagrams, as well as
details of the data acquisition system for each array, are included in this
appendix. Photographs of the arrays are included in the thesis body as Fig-
ure 4.2. All of the information in this appendix has been provided courtesy
of the Marine Physical Laboratory, Scripps Institution of Oceanography
(MPL-VLA1 array), Applied Research Laboratories, University of Texas
at Austin (SWAMI arrays), and Woods Hole Oceanographic Institute [75]
(Shark array).
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B. Array Details

B.1 Array geometries

The array geometries and mooring diagrams are detailed here. The mooring
diagrams are the a priori experimental designs, and as such, the depth
specified on each mooring diagram is different from the surveyed water
depth at the experimental site.

B.1.1 MPL-VLA1 array

The MPL-VLA1 array is a 16 element VLA with elements denoted H-1–
H-16. A mooring diagram of the configuration is shown in Figure B.1.
During the SW06 experiments it was deployed at a depth of 79m, at a
surveyed location of 39◦ 01.477′N, 73◦ 02.256′W. The elements were evenly
spaced vertically at 3.75m intervals, the lowest, H-1, being 8.2m above the
seafloor.

192



Array geometries

3m

Tiltmeter

Steel Ring

(1000 lbs.)

Radio Beacon, Flasher
and Radar Reflector)

Hydrophone # 16

Hydrophone # 15

Hydrophone # 2

Hydrophone # 1

Recording Package

Dual Acoustic Release

Surface Buoy
(30 lbs. buoyancy

Anchor

Lift Eye

0.7m

15m

(500 lbs. buoyancy)

Lift Eye

Low Drag Float

60m

78m

67m

0.5m

3.7m

2.2m

3.75m

6.3m

Figure B.1: MPL-VLA1 mooring diagram (source: Hodgkiss [95]).
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B. Array Details

B.1.2 SWAMI arrays

The SWAMI32 array consists of a 12 element VLA, with elements denoted
H-1–H-12, and a 20 element HLA, with elements denoted H-13–H-32. A
mooring diagram of the configuration is shown in Figure B.2. During the
SW06 experiments it was deployed at a depth of 68.5m, with the base
of the VLA at a surveyed location of 39◦ 03.6180′N, 73◦ 07.8970′W. The
two lowest VLA elements, H-11 and H-12, were tied off approximately 2m
above the seafloor. The other 10 VLA elements were evenly spaced at 5.95m
intervals, the lowest, H-10, being 4.65m above the seafloor. The first HLA
element, H-13, was located 7.795m from the base of the VLA at a bearing of
224◦True. The vector of distances of H-14–H-32 from H-13 in metres was
[20.32, 39.66, 58.06, 75.57, 92.24, 108.10, 123.20, 137.57, 151.24, 164.25,
176.63, 188.42, 199.64, 210.31, 220.47, 230.14, 239.34, 248.10, 256.43].

The SWAMI52 array consists of a 16 element VLA, with elements de-
noted H-1–H-16, and a 36 element HLA, with elements denoted H-17–H-52.
A mooring diagram of the configuration is shown in Figure B.3. During the
SW06 experiments it was deployed at a depth of 73.8m, with the base of the
VLA at a surveyed location of 39◦ 12.0010′N, 72◦ 57.9740′W. The two low-
est VLA elements, H-15 and H-16, were tied off approximately 2m above the
seafloor. The other 14 VLA elements were evenly spaced at 4.37m intervals,
the lowest, H-14, being 4.3m above the seafloor. The first HLA element, H-
17, was located 7.795m from the base of the VLA at a bearing of 314◦True
(i.e. perpendicular to the SWAMI32 array). The vector of distances of H-
18–H-52 from H-17 in metres was [15.84, 29.48, 41.21, 51.32, 60.00, 67.49,
73.94, 79.48, 84.60, 89.33, 93.70, 97.74, 101.47, 104.91, 108.09, 111.03,
113.75, 116.25, 118.97, 121.91, 125.09, 128.53, 132.26, 136.30, 140.67, 145.40,
150.52, 156.07, 162.51, 169.99, 178.69, 188.79, 200.52, 214.16, 230.00].
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Array geometries

B.1.3 Shark array

The Shark L-array consists of a 16 element VLA, with elements denoted
H-0–H-15, and a 32 element HLA, with elements denoted H-16–H-47. A
mooring diagram of the configuration is shown in Figure B.4. During the
SW06 experiments the array was deployed at a depth of 79m, with the
base of the VLA at a surveyed location of 39◦ 01.2627′N, 73◦ 02.9887′W.
The three lowest VLA elements, H-13–H-15, were tied off 1.25m above the
seafloor. The vector of depths in metres below the sea surface of the other
12 VLA elements, H-0–H-12, was [13.5, 17.25, 21.0, 24.75, 28.5, 32.35, 36.0,
39.75, 43.5, 47.25, 54.75, 62.25, 69.75]. The HLA bearing was 1.45◦True.
The HLA elements, H-47–H-16, were evenly spaced at 15m intervals, with
the closest, H-47, located 3m from the base of the VLA.
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Array data acquisition specifications

B.2 Array data acquisition specifications

Details of the data acquisition system for each array are presented in Ta-
ble B.1.

SWAMI arrays MPL-VLA1 array Shark array

Resolution 16 bits 16 bits 16 bits

Recording 
media

DAT DDS-3 (digital audio 
tape digital data storage)

IDE (integrated 
drive electronics) 
hard disk drive

PC/104-plus stack (PC 
compatible circuit board with 

a peripheral component 
interface bus addition)

Capacity 264 Gb 470 Gb ~ 4 TB

Continuous 
recording

8 days 116 hours 43 days

Input gain
variable: 10 dB, 30 dB, 

50 dB or 70 dB
variable: 20 dB, 
40 dB or 60 dB

21 dB

Frequency 
range

rated down to 20 Hz 20 Hz – 30 kHz 10 Hz – 10 kHz

Sampling rate 50 kHz 9765.625 Hz

Hydrophone 
sensitivity

-198 dB re 1 V/µPa -170 dB re 1 V/µPa
-222 dB re 1 V/µPa or 
-168 dB re 1 V/µPa 

(variable)

2400 Hz (SWAMI52) 
6250 Hz (SWAMI32)

Table B.1: Data acquisition capabilities of the SWAMI arrays, MPL-VLA1
array, and Shark array.
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Appendix C

The Inversion Process

The inversion process attempts to determine a model, m, which optimises
an objective function, φ, for a set of physical data measurements, p. The
solution of an inverse problem has two components, namely the forward
model, and the inverse model. The forward model determines the mathe-
matical relationship between the unknown parameters to be estimated and
the acoustic field. Using the measured acoustic field and the forward mathe-
matical relationship, the inverse model determines the rule used to calculate
the unknown parameters.

The inverse problem requires P data measurements, forming vector

p = [p1, p2, ..., pP ]T . (C.1)

The Q unknown parameters to be determined form vector

q = [q1, q2, ..., qQ]T , (C.2)

where P > Q. Using the forward model, p is predicted for different com-
binations of q. The inverse model is employed to identify values of q that
give the best prediction of p. As the number of measurements exceeds
the number of unknown parameters, an exact solution that satisfies all N
measured parameters does not generally exist. Hence, a solution that best
satisfies the measured parameters must be obtained. This is done by re-
peatedly running the forward and inverse models with different q vectors, as
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C. The Inversion Process

depicted in Figure C.1, until the difference between the measured acoustic
field and the field predicted by the forward model is minimised.

q p

forward modelling

inverse modelling

Figure C.1: The inversion process.

The inversion process can be carried out using either non-linear tech-
niques based on full-field global optimisation, or using linear inversion tech-
niques that match only selected features of the acoustic field with corre-
sponding replica features, that is, features that are estimated from the
inversion. These optimisation techniques seek to minimise the objective
function φ = f (p,q (m)), where m is the set of physical parameters to be
estimated.
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Appendix D

Publications

Journal publications and conference proceedings that have directly resulted
from the work presented in this thesis are listed here:

D.1 Journal papers

L. A. Brooks and P. Gerstoft, “Ocean acoustic interferometry,” J. Acoust.
Soc. Am. 121(6), pp. 3377–3385, June 2007.

L. A. Brooks, P. Gerstoft, and D. P. Knobles, “Multichannel array diagnosis
using noise cross-correlation,” J. Acoust. Soc. Am. 124(4), pp. EL203–
EL209, October 2008.

L. A. Brooks and P. Gerstoft, “Ocean acoustic interferometry of 20–100 Hz
noise,” J. Acoust. Soc. Am. Submitted 2008.

L. A. Brooks and P. Gerstoft, “Experimental ocean acoustic interferome-
try,” J. Acoust. Soc. Am. Submitted 2008.
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D. Publications

D.2 Refereed conference papers

L. A. Brooks and P. Gerstoft, “Ocean acoustic interferometry experiment,”
proceedings of ICSV14, Cairns, Australia, July 2007.

D.3 Invited talks

P. Gerstoft, L. A. Brooks*, S. Fried, W. A. Kuperman, and K. G. Sabra,
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