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ABSTRACT

Modern signal and array processing methods now incor-
porate the physics of wave propagation as an integral part
of the processing. Matched field processing (MFP) refers
to signal and array processing techniques in which, rather
than a plane wave arrival model, complex-valued (ampli-
tude and phase) field predictions for propagating signals are
used. Matched field processing has been successfully ap-
plied in ocean acoustics and electromagnetics. In this paper,
source localization performance via MFP is examined in the
electromagnetics domain. Specifically, the impact of uncer-
tainty in thea priori knowledge of the underlying physical
parameters, atmospheric refractivity vs height, on source lo-
calization performance is examined.

1. INTRODUCTION

Recently research on electromagnetic array processing has
included efforts to use precise full wave propagation mod-
els and efficient parameter search algorithms in order to
estimate signal source location and environmental param-
eters [1]. MFP is a generalization of plane wave beamform-
ing wherein the ”steering or replica” vector is derived from
a solution of the wave equation for a point source. Because
the plane wave model is not generally an appropriate model
for signals propagating in a waveguide MFP, provides im-
proved estimation performance for this application.

In electromagnetics, the waveguide is strongly influenced
by atmospheric phenomena. Two important atmospheric
features found in the coastal region are the surface-layer
evaporation duct and the elevated refractive layers at the top
of the marine boundary layer. Both are caused by verti-
cal gradients of temperature (increase) and humidity (de-
crease). The evaporation duct is surface-based and is per-
sistent over ocean areas because of the rapid decrease of
moisture immediately above the surface. Figure 1(a) illus-
trates a typical modified refractivity profile for the evapo-
ration duct case. Elevated ducts occur when a stable atmo-
spheric condition results in a temperature inversion and a
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Figure 1: Modified refractivity M versus height. (a) Evapo-
ration duct. (b) Surface-based duct. (c) Elevated duct.

sufficient amount of water vapor is trapped below that in-
version. This condition causes a rapid decrease in the re-
fractive index with increasing height leading to waveguide-
like trapping. Figures 1(b) and (c) illustrate typical modified
refractivity profiles for the surface-based and elevated duct
cases.

A radio propagation experiment, Variability of Coastal
Atmospheric Refractivity (VOCAR), was conducted during
the summer of 1993 in the southern California bight. During
this experiment three continuous wave transmissions at 144,
263 and 375 MHz were produced by transmitters on San
Clemente Island. During a two week period radiosondes
were launched at the midpoint of the over ocean path, a time
series of refractivity profiles were calculated. This sequence
of profiles is included as Fig. 2, it clearly illustrates the high
degree of variability of refractivity profiles as a function of
time. The impact of this variability of refractivity over time
on the received signal level was reported in [2].

Precise knowledge of atmospheric refractivity allows one
to predict the variability of received radio signal levels in the
troposphere. In general, it is difficult to know the refractiv-
ity structure as a function of time and space. Recently, MFP
methods were shown to be effective for estimating refrac-
tivity structure for known source location [3]. It was shown
that a tri-linear approximation of the refractivity profile can
be used in most cases. In this paper, the opposite problem is
examined, that is, estimating the source location parameters
when the refractivity structure is known or partially known.
How well the refractivity structure must be known to accu-
rately estimate source location parameters is the objective
of this paper.



Figure 2: Time series of modified refractivity profiles taken
during the VOCAR experiment period.

2. MFP OBJECTIVE FUNCTION

The objective function provides a measure of similarity be-
tween the observed signal field and the predicted signal field,
where the observed signal field is the vector-valued array
data and the predictions are based on the forward prop-
agation model and environmental parameters. The linear
Bartlett processor is perhaps the most popular. This pro-
cessor expresses the linear correlation of the observed and
computed field.

The Bartlett MFP objective function is generated as fol-
lows: Windowed time-series from an array are Fourier trans-
formed to form frequency domain data vectorsdl(!k) where
!k denotes thekth frequency andl the lth time window.
The dimension of the data vectors equals the number of an-
tenna elements. The outer-products of the data vectors are
averaged to form the sample covariance matrix

R̂(!k) = (1=L)

LX

l=1

d
l(!k)d

l(!k)
� (1)

where * denotes conjugate transpose andL is the number of
time “snapshots.” The normalized Bartlett objective func-
tion is then

PBT (m;!k) =
w

�(m)R̂(!k)w(m)

kw(m)k2
(2)

wherew(m) (referred to as the replica vector) is the vector
of signal field predictions computed using a forward prop-
agation model based on the parameter vectorm. In those
cases where data are available at more than one frequency
it is preferable to use a generalized objective by summing
over multiple frequencies,!k; k = 1; : : : ;K.

Figure 3: The tri-linear refractivity profile used in the sim-
ulations.

3. SIMULATION RESULTS

This section presents a discussion of the computer simu-
lations for EM-MFP source localization in a tropospheric
setting. In all simulations, the synthetic array data were
generated for a scenario with the following general char-
acteristics: Source Signal: The synthetic signal simulated
an omni-directional point source with horizontal polariza-
tion at the three VOCAR frequencies, 143, 263, and 375
MHz. Source range was 60 km and source height was 18.6
m. Receive Antenna: The receive antenna was a vertical
array containing 50 omnidirectional elements with an ele-
ment spacing of 1 m, providing a total aperture of 49 m.
Propagation Environment: The refractivity profile, in mod-
ified M-units, used was that of a surface based duct caused
by an elevated trapping layer. Figure 3 illustrates the tri-
linear profile used. This profile is the estimated tri-linear
profile obtained in [3] for the twelfth profile of Fig. 2. The
tri-linear profile is represented by three parameters: layer
base height, layer thickness and layer M-deficit (decrease in
refractivity over the layer in M-units). Propagation Code:
The Terrain Parabolic Equation Model (TPEM) was used
for all simulations [4]. TPEM is based on the split-step
Fourier transform to solve the parabolic wave equation, and
has been shown to be efficient. Objective Function: In all
cases the objective function used was the Bartlett processor,
Eq. 2. The synthetic signal data at each receive antenna el-
ement was generated using TPEM based on the source sig-
nal, receive element location, and propagation environment.
The replica vectors were also generated using the TPEM
propagation model.

Figure 4 illustrates the predicted propagation loss as a
function of range and height at the three VOCAR frequen-
cies for an emitter at 18.6 m. The tri-linear refractivity pro-
file used is that of Fig. 3. The structure of the propagation
loss as a function of range and height is quite similar for the
three frequencies. Note the beam of energy that is refracted
back to the surface by the trapping layer.

The source location estimates were obtained using range-
height ambiguity surfaces. These surfaces were obtained by
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Figure 4: Coverage diagram for a source at 18.6 m at three
frequencies: (a) 143 MHz, (b) 263 MHz and (c)375 MHz.

20

60

100

−6

−4

−2

0

20

60

100

−6

−4

−2

0

H
ei

gh
t (

m
) 

  

20

60

100

−6

−4

−2

0

20

60

100

−6

−4

−2

0

Range (km)
30 45 60 75 90

20

60

100

−6

−4

−2

0

(a)

(b)

(c)

(d)

(e)

Figure 5: Range-height ambiguity surfaces for uncertainty
in the layer base height value. The source was at 60 km
range and 18.6 m height; the true layer base height was 200
m. Layer base height values are: (a) 160 m (b) 180 m (c)
200 m (d) 220 m (e) 240 m.
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Figure 6: Range-height ambiguity surfaces for uncertainty
in the layer thickness value. The source was at 60 km range
and 18.6 m height; the true layer thickness was 110 m.
Layer thickness values are: (a) 70 m (b) 90 m (c) 110 m
(d) 130 m (e) 150 m.

plotting the value of the Bartlett objective function over a
range interval of 0 to 90 km and a height interval of 0 to 100
m. The ambiguity surface maximum is one (or zero dB); a
dynamic range of 6 dB is plotted. Three cases were exam-
ined: uncertainty in the layer base height, uncertainty in the
layer thickness and uncertainty in the layer M-deficit.

Figure 5 illustrates the first result which indicates the
effect of layer base height uncertainty on MFP source lo-
calization performance. As a reference point Fig. 5 (c) il-
lustrates the case where all three tri-linear parameters are
perfectly known. The other panels (a), (b), (d) and (e) illus-
trate the effect of using an incorrect value for the layer base
height. When the base height was less that the actual base
height, e.g., 160 m in panel (a) vice the true value of 200 m,
the surface maxima, which indicate source localization esti-
mates, are in error. Similar errors are seen for the other base
height values. When the assumed base height value was less
than the true value the source range and height were un-
derestimated, and correspondingly, when the assumed base
height value was greater than the true value the range and
height were overestimated. It can be seen that the uncer-
tainty in the layer base height value also causes the surface
maxima to be less well defined.

Figure 6 illustrates the effect of layer thickness uncer-
tainty on MFP source localization performance. As above
Fig. 6 (c) illustrates the case where all three tri-linear param-
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Figure 7: Range-height ambiguity surfaces for uncertainty
in the layer M-deficit value. The source was at 60 km range
and 18.6 m height; the true layer M-deficit was 110 M-units.
Layer M-deficit values are: (a) 70 M-units (b) 90 M-units
(c) 110 M-units (d) 130 M-units (e) 150 M-units.

eters are perfectly known. The other panels (a), (b), (d) and
(e) illustrate the effect of using an incorrect value for the
layer thickness. It is seen that the uncertainty in the layer
thickness value had a fairly detrimental effect on the source
location ambiguity surface. As above, the surface maxima,
source range and height estimates, are incorrectly located
and there is considerable sidelobe structure especially for
thickness values that were less than the true value.

Figure 7 illustrates the effect of the layer M-deficit un-
certainty on MFP source localization performance. Figure 7
(c) illustrates the case where all three tri-linear parameters
are perfectly known. The other panels (a), (b), (d) and (e)
illustrate the effect of using an incorrect value for the layer
M-deficit. In this case the effect of the uncertainty is again
fairly detrimental. The source location estimates are incor-
rect and there is considerable sidelobe structure.

Figure 8 illustrates thea posterioridistributions for the
five estimated parameters using an antenna aperture of 50 m.
The distributions were obtained using Genetic algorithms
based estimation methods [1, 5]. The source location distri-
butions are well defined compact distributions with maxima
located close to the actual source location values. The dis-
tributions for the three tri-linear profile parameters are well
defined. The overestimation of base height is compensated
with an increase in M-deficit and a decrease in thickness so
that the refraction occurs at about the same height and thus
produces the same complex field at the receiving array.

M-deficit (M-units)

Thickness (m)

Base height (m)

Source height (m)

Source-receiver range (km)

Figure 8: Genetic algorithm estimateda posterioridistribu-
tions for source range, source height, base height, M-deficit,
and thickness. The solid line indicates the baseline values.

4. RESULTS AND CONCLUSIONS

These simulation results show that electromagnetic matched
field processing methods can be used for source localiza-
tion; even in the presence of uncertainty about the refrac-
tivity profile. It was seen that when the uncertainty was on
the order of 10 to 20 % the source location estimates were
fairly good, but for uncertainty greater than that the esti-
mates were degraded significantly. All three tri-linear pro-
file parameters appeared to have equal effect on the source
localization performance. Finally, when all five parame-
ters were estimated, good source location estimates were
obtained even though the tri-linear profile parameters were
in error.
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