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#### Abstract

Dog classification is a challenging problem as certain dog breeds have near identical features or differ in color and age. Our project, based on the Stanford dog dataset, aims to classify the dogs into different breeds. We preprocess the dataset and use different models including Alexnet, VGG16, and Inception-v3 to train the data.


## I. INTRODUCTION

Dog classification is one of the fine-grained image classification problems. Fine-grained image classification aims to recognize the subcategories of a certain category. It is more difficult than the general object classification since the little difference between subcategories and the large difference within the subcategories. For the dog classification problem, dogs of different breeds could share almost all the same visible features, like the same color, same facial characteristics, but they are still classified as different breeds. Dogs of the same breeds, however, could differ significantly depending on the age, position, size and even color.

The solution of the problem is applicable to other finegrained classification problems, such as deciding plant species from leaf and species of bird. It helps to provide the biodiversity information for biologists, replacing the traditional expensive human annotations. Face recognition is also an important application of fine-grained classification, which is widely used in access control and commercial identification.

The input to our model is an image. We then use a neural network to output a predicted breed.

## II. RELATED WORK

## A. Traditional image recognition methods

There is a fair amount of research that has been done in the fine-grained image classification problem. Traditional image recognition methods are used, one of which is scaleinvariant feature transform(SIFT). The scale-invariant feature transform(SIFT) is a feature detection algorithm to detect and describe local features in images. It can be decomposed into four steps: feature point detection, feature point localization, orientation assignment and feature descriptor generation.

Aditya Khosla et. al[1] applys grayscale SIFT descriptors for classification on Stanford dogs and uses the result as the baseline for the dataset.

## B. General CNN

Recently, with the advances of deep learning, deep convolutional neural networks have provided a new opportunity for fine-grained image recognition. Numerous deep convolutional feature-based algorithms have been proposed,
which have advanced the development of fine-grained image research.

LeCun et al.[2] first introduced CNN into the area of recognition tasks and it is very popular ever since. Many state-of-the-art CNNs can be applied in fine-grained image classification problem, including Alexnet, VGGnet and GoogLeNet.

## C. Part localization

Liu et. al[3] demonstrates that if the features used for classification are localized at object parts, the accuracy can be improved greatly. A sliding window detector is used to locate dog faces, and Then the eyes and nose are detected. With this small set of face, greyscale SIFT descriptors around the keypoints are used as features by an SVM classifier.

Some neural networks based on part localization are developed. Part-based R-CNN[4] extends R-CNN, learning the part detectors by leveraging deep convolutional features computed on bottom-up region proposals. Pose normalized nets[5], Part-stack CNN[6] are also widely used.

## III. Dataset and Features

## A. Dataset

The Stanford dogs dataset is introduced by Aditya Khosla et al.[] in 2011. It contains two part. The first part is images, which includes 20580 images of dogs belonging to 120 species, divided into 120 folders. The second part is annotation which contains the basic information of the corresponding image. Also, it has information about the bounding box and class label, which can help us preprocessing of the dataset. To train these models, we divide the dataset into three parts - training, validation and test, which contains $80 \%, 10 \%$ and $10 \%$ of the entire dataset respectively.

## B. Pre-processing

To help us get a better result, we use several ways to preprocessing these images including localization, data augmentation and random flips. Also, to fit different models we used, we normalize these images to different sizes.

Firstly, to localize the dogs in these images, we crop these images according to the bounding box information in the annotation, so that dogs can stand out in the image and can be easier to capture.

Then we use data augmentation, including random rotation, random crops and random flips to increase the variability of training images. But it also introduced another problem that the size of these images become different. Thus, the images must be resized to get a uniformed shape. According to the ImageNet standards, we normalize these images into


Fig. 1. Sample image
different shape depending on different models. For Alexnet, the input image size is $227 \times 227 \times 3$. For VGG, the input image size is $224 \times 224 \times 3$. As shown in figure 2, we can see the difference between images with and without preprocessing.


Fig. 2. Sample image

## IV. Methods

We applied three different models, namely Alexnet, VGG16, and Inception-v3, in this dog breeds classification task. In this section, we will discuss the structure and learning algorithm for each model.

## A. Alexnet

Alexnet[1] contains eight layers. The first five layers are convolution layers and then follows three fully connected layers. The whole structure of this model is shown in figure 3.

In each layer, this model does different operations to the input data. The operations used in each layer can be concluded in figure 4.

For the first seven layers, the model uses ReLu as activation function.

In this formula, x denotes the input value and y denotes the output value. Different from first seven layers, the last layer applies the softmax function. The standard softmax function


Fig. 3. Alexnet

| Number <br> of layers | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name of <br> layers | Cov1 | Cov2 | Cov3 | Cov4 | Cov5 | Fc1 | Fc2 | Fc3 |
| Operation <br> on each <br> layer | Conv | Conv | Conv | Conv | Conv | Fc | Fc | fc |
|  | Pool | Pool | Relu | Relu | Relu | Relu | Relu | softmax |
|  | Norm | Norm |  |  |  |  |  |  |

Fig. 4. Operation of each layer
is defined as follow.

$$
\sigma(Z)_{i}=\frac{e^{z_{i}}}{\sum_{j=1}^{k} e^{z_{j}}}
$$

The softmax function takes $K$ inputs and normalized these inputs. In other words, by applying softmax function to a $K$ value vector, all element in the output vector will be in the interval $(0,1)$ and the sum of all elements will be 1 .

The syntax Norm in the form means local response normalization. The response-normalized activity $b_{x, y}^{i}$ can be computed from the formula as follow.

$$
b_{x, y}^{i}=a_{x, y}^{i} /\left(k+\alpha \sum_{j=\max (0, i-n / 2)}^{\min (N-1, i+n / 2)}\left(a_{x, y}^{i}\right)^{2}\right)^{\beta}
$$

In this formula, $a_{x, y}^{i}$ denotes the activity of a neuron, which computed by applying kernel $i$ at position $(x, y) . k, \alpha$ , $n, \beta$ are hyperparameters and they are constant. In Alexnet, $k=2, \alpha=10^{-4}, n=5, \beta=0.74$.

## B. VGG16

The structure of VGG16[2] is as follow. This model contains 13 convolution layers, 5 max pooling layers and 3 fully connected layers. ReLu function is act as activation function for each convolution layer and fully connected layer, except the last layer. The last layer in the model is a fully connected layer with softmax function. The detail explanation of ReLu function, softmax function can be found in Alexnet model mentioned above.

## C. Inception-v3

The most important feature for Inception[3] model is inception module. It takes the same input and applies filters of different size in parallel and then concatenate all the outputs into one output. The main difference between Inception-v3 and Inception-v2 is that v3 divides single convolution kernels into several kernels. For instance, a 33 convolution kernel has


Fig. 5. VGG16
been divided into two kernels with the size of 31 and 13 . By applying 11 convolution for dimensional reduction, this model can have a deeper structure but fewer parameters at the same time.


Fig. 6. Inception-v3

## V. EXPERIMENTS AND RESULTS

In the experiment, we construct three different models and use the training data to train them. Due to the fact that it will take a lot of time to train models with whole training dataset, we first adopt the data for thirty kinds of dog breeds to find the best model for this classification task. We use loss and accuracy to evaluate the performance of models. We record these evaluating results at each epoch and plot the result for each model. The plots are shown as follow.


Fig. 7. Loss and Accuracy for Alexnet

From the plots we can find that after 50 training epochs, the predicting result from Alexnet model has reached 90 percent on training data while has only 30 percent on validation data. For VGG model, the predicting accuracy is over 50 percent on training data and 60 percent on validation data. For Inception-v3 model, the predicting accuracy is over


Fig. 8. Loss and Accuracy for VGG16



Fig. 9. Loss and Accuracy for Inception-v3

85 percent on training data and almost at 90 percent on validation data. The accuracy on validation data is higher than the accuracy on training data, which indicates that the dropout technique we adopted in VGG16 and Inception-v3 models have a positive influence on these models.

In the next step, we applied the trained models to testing data. The results for the three models are shown in the following form.

| Models | Alexnet | VGG16 | Inception-v3 |
| :--- | :--- | :--- | :--- |
| Accuracy on training dataset | $93.25 \%$ | $052.39 \%$ | $93.22 \%$ |
| Accuracy on testing dataset | $29.65 \%$ | $62.09 \%$ | $90.69 \%$ |
| TABLE I |  |  |  |
|  | RESULTS |  |  |
|  |  |  |  |

It is obviously that Inception-v3 performs much better than the other two models according to the accuracy on testing dataset. Thus, we then use Inception-v3 model to classify 120 classes of dogs.
The loss and accuracy on training and validation data during the training process is shown as follow.



Fig. 10. Loss and Accuracy for Inception-v3 on 120 classes
The prediction accuracy on training data is over 80 percent. As the accuracy on validation data is almost stop
increasing, thus we stop the training process. Then the trained model has been applied to testing data. The model has achieved an accuracy of 79.25 percent on testing data.

## VI. Conclusion and Future Works

Having conducted the experiment on classifying a subset of the original dataset, which is 30 classes in 120 classes, we come to the conclusion that compared to Alexnet and VGG16 model, Inception-v3 model has a much better performance in this classification task. Then we use the training data to train the inception-v3 model and apply the trained model to classify 120 classes of dogs. The prediction accuracy is 79.25 percent. It is no doubt that this result is excellent and the model works successfully on this task.

However, there is still room to improve performance. Different models are suitable for a different task, we only tried three models. From the image below, there are many other advanced models worth trying, although some of them might not be suitable for this task.


Fig. 11. Deep learning models
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