
Announcements
Matlab Grader homework, emailed Thursday,
1 (of 9) homeworks Due 21 April, Binary graded.
2 this week

Jupyter homework?: translate matlab to Jupiter, TA Harshul h6gupta@eng.ucsd.edu or me 
I would like this to happen. 

“GPU” homework. NOAA climate data in Jupyter on the datahub.ucsd.edu, 15 April.

Projects: Any computer language

Podcast might work eventually.

Today: 
• Stanford CNN
• Gaussian, Bishop 2.3
• Gaussian Process 6.4
• Linear regression 3.0-3.2

Wednesday 10 April
Stanford CNN, Linear models for regression 3, Applications of Gaussian processes.

 

Hi



Bayes and Softmax (Bishop p. 198)
• Bayes:

• Classification of  N classes:

correct, it is at least approximately correct for processes
involving images and sound.15(?)

B. Introduction to probabilities

The best (Or, a theoretically robust?) way to im-
plement machine learning methods is to use the tools of
probability, which have been critical in the development
of modern science and engineering. Bayesian inference,
resampling?

Almost all machine-learning tasks can be formulated
as making inferences about missing or latent data from
the observed data.

1. Bayesian machine learning

Two simple rules are of fundamental importance for
Bayesian ML [Ghahramani 2015]. The sum rule

p(x) =
X

y2Y

p(x, y) , (2)

and the product rule

p(x, y) = p(y|x)p(x) . (3)

Here x and y are unknown observed quantities. The sum
rule states that the marginal p(x) is obtained by summing
the joint p(x, y) over y. The product rule states that the
joint p(x, y) is obtained as a product of the conditional
p(y|x) and the marginal p(x).

Bayes’s rule is obtained from these two rules

p(x|y) =
p(y|x)p(x)

p(y)
=

p(y|x)p(x)P
y2Y

p(x, y)
(4)

b) Softmax function

The softmax function is often used in the last step of
a NN for classification. We here demonstrate that it can
be derived from simple Bayesian principles12 (p 198).

The input to node n is xn, with in total N nodes. For
each node we wish to classify whether the data belongs
to class Cn

p(Cn|x) =
p(x|Cn)p(Cn)P
N

k=1 p(x|Ck)p(Ck)
(5)

=
exp(an)P
N

k=1 exp(ak)
(6)

with

an = ln (p(x|Cn)p(Cn)) (7)

Assuming x is Gaussian N (µn,⌃) and p(Cn) is uni-
form, it can be shown that (7) can be expressed in terms
of the weights

an = wT

n
x+ w0

wn = ⌃�1
µn

w0 =
�1

2
µ
T

n
⌃�1

µn + ln(p(Cn)) (8)

Thus, from a Bayesian perspective, it makes sense to use
the softmax criterion.

For the binary classification problem this becomes

p(C1|x) =
p(x|C1)p(C1)P2

k=1 p(x|Ck)p(Ck)
(9)

=
exp(a1)P2
k=1 exp(ak)

=
1

1 + exp(�a)
(10)

with

a = ln
p(x|C1)p(C1)

p(x|C2)p(C2)
(11)

thus for binary classification we should use logistic sig-
moid (10).

C. Machine learning: Supervised and unsupervised learning

ML methods generally can be categorized as either
supervised or unsupervised learning tasks. In supervised
learning, the task is to learn a predictive mapping from
inputs to outputs given labeled input and output pairs.
Supervised learning is the most widely used ML category,
and includes familiar methods such as linear regression
(a.k.a. ridge regression) and nearest-neighbor classifiers,
as well as more sophisticated support vector machine
(SVM) and neural network (NN) models- sometimes re-
ferred to as artificial NNs, due to their weak relationship
to neural structure in the biological brain. In unsuper-
vised learning, no labels are given and the task is to dis-
cover interesting or useful structure within the data. This
has many useful applications, which include data visual-
ization, exploratory data analysis, and feature learning.
Though the learned features are optimal according to the
desired measure, they may not be useful. Unsupervised
methods such as PCA, K-means,14 and Gaussian mix-
ture models (GMMs) have been used for decades. Newer
methods include t-SNE,24 dictionary learning, and deep
representations (e.g. autoencoders). An important point
is that the results of unsupervised methods can be used
either directly, such as for discovery of latent factors or
data visualization, or as part of a supervised learning
framework, where they supply transformed versions of
the features to improve supervised learning performance.

In the following we discuss in more depth the dis-
tinctions between supervised and unsupervised learning
methods, describe a few specific ML methods in each cat-
egory, and provide illustrative examples of each. For a
more in-depth treatment of these subjects, please refer
to the excellent machine learning textbooks.12,13,16,17

1. Supervised learning

In supervised ML, the task is to learn a predictive
mapping from inputs to outputs given labeled input and
output pairs, where the data may be imperfect

yi = f(xi) + n, (12)

where xi 2 RN is a vector of N input variables called
features. The features can be real, imaginary, or cate-
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correct, it is at least approximately correct for processes
involving images and sound.15(?)

B. Introduction to probabilities

The best (Or, a theoretically robust?) way to im-
plement machine learning methods is to use the tools of
probability, which have been critical in the development
of modern science and engineering. Bayesian inference,
resampling?

Almost all machine-learning tasks can be formulated
as making inferences about missing or latent data from
the observed data.

1. Bayesian machine learning

Two simple rules are of fundamental importance for
Bayesian ML [Ghahramani 2015]. The sum rule

p(x) =
X

y2Y

p(x, y) , (2)

and the product rule

p(x, y) = p(y|x)p(x) . (3)

Here x and y are unknown observed quantities. The sum
rule states that the marginal p(x) is obtained by summing
the joint p(x, y) over y. The product rule states that the
joint p(x, y) is obtained as a product of the conditional
p(y|x) and the marginal p(x).

Bayes’s rule is obtained from these two rules

p(x|y) =
p(y|x)p(x)

p(y)
=

p(y|x)p(x)P
y2Y

p(x, y)
(4)

b) Softmax function

The softmax function is often used in the last step of
a NN for classification. We here demonstrate that it can
be derived from simple Bayesian principles12 (p 198).

The input to node n is xn, with in total N nodes. For
each node we wish to classify whether the data belongs
to class Cn

p(Cn|x) =
p(x|Cn)p(Cn)P
N

k=1 p(x|Ck)p(Ck)
(5)

=
exp(an)P
N

k=1 exp(ak)
(6)

with

an = ln (p(x|Cn)p(Cn)) (7)

Assuming x is Gaussian N (µn,⌃) and p(Cn) is uni-
form, it can be shown that (7) can be expressed in terms
of the weights

an = wT

n
x+ w0

wn = ⌃�1
µn

w0 =
�1

2
µ
T

n
⌃�1

µn + ln(p(Cn)) (8)

Thus, from a Bayesian perspective, it makes sense to use
the softmax criterion.

For the binary classification problem this becomes

p(C1|x) =
p(x|C1)p(C1)P2

k=1 p(x|Ck)p(Ck)
(9)

=
exp(a1)P2
k=1 exp(ak)

=
1

1 + exp(�a)
(10)

with

a = ln
p(x|C1)p(C1)

p(x|C2)p(C2)
(11)

thus for binary classification we should use logistic sig-
moid (10).

C. Machine learning: Supervised and unsupervised learning

ML methods generally can be categorized as either
supervised or unsupervised learning tasks. In supervised
learning, the task is to learn a predictive mapping from
inputs to outputs given labeled input and output pairs.
Supervised learning is the most widely used ML category,
and includes familiar methods such as linear regression
(a.k.a. ridge regression) and nearest-neighbor classifiers,
as well as more sophisticated support vector machine
(SVM) and neural network (NN) models- sometimes re-
ferred to as artificial NNs, due to their weak relationship
to neural structure in the biological brain. In unsuper-
vised learning, no labels are given and the task is to dis-
cover interesting or useful structure within the data. This
has many useful applications, which include data visual-
ization, exploratory data analysis, and feature learning.
Though the learned features are optimal according to the
desired measure, they may not be useful. Unsupervised
methods such as PCA, K-means,14 and Gaussian mix-
ture models (GMMs) have been used for decades. Newer
methods include t-SNE,24 dictionary learning, and deep
representations (e.g. autoencoders). An important point
is that the results of unsupervised methods can be used
either directly, such as for discovery of latent factors or
data visualization, or as part of a supervised learning
framework, where they supply transformed versions of
the features to improve supervised learning performance.

In the following we discuss in more depth the dis-
tinctions between supervised and unsupervised learning
methods, describe a few specific ML methods in each cat-
egory, and provide illustrative examples of each. For a
more in-depth treatment of these subjects, please refer
to the excellent machine learning textbooks.12,13,16,17

1. Supervised learning

In supervised ML, the task is to learn a predictive
mapping from inputs to outputs given labeled input and
output pairs, where the data may be imperfect

yi = f(xi) + n, (12)

where xi 2 RN is a vector of N input variables called
features. The features can be real, imaginary, or cate-
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Softmax to Logistic Regression (Bishop p. 198)correct, it is at least approximately correct for processes
involving images and sound.15(?)

B. Introduction to probabilities

The best (Or, a theoretically robust?) way to im-
plement machine learning methods is to use the tools of
probability, which have been critical in the development
of modern science and engineering. Bayesian inference,
resampling?

Almost all machine-learning tasks can be formulated
as making inferences about missing or latent data from
the observed data.

1. Bayesian machine learning

Two simple rules are of fundamental importance for
Bayesian ML [Ghahramani 2015]. The sum rule

p(x) =
X

y2Y

p(x, y) , (2)

and the product rule

p(x, y) = p(y|x)p(x) . (3)

Here x and y are unknown observed quantities. The sum
rule states that the marginal p(x) is obtained by summing
the joint p(x, y) over y. The product rule states that the
joint p(x, y) is obtained as a product of the conditional
p(y|x) and the marginal p(x).

Bayes’s rule is obtained from these two rules

p(x|y) =
p(y|x)p(x)

p(y)
=

p(y|x)p(x)P
y2Y

p(x, y)
(4)

b) Softmax function

The softmax function is often used in the last step of
a NN for classification. We here demonstrate that it can
be derived from simple Bayesian principles12 (p 198).

The input to node n is xn, with in total N nodes. For
each node we wish to classify whether the data belongs
to class Cn

p(Cn|x) =
p(x|Cn)p(Cn)P
N

k=1 p(x|Ck)p(Ck)
(5)

=
exp(an)P
N

k=1 exp(ak)
(6)

with

an = ln (p(x|Cn)p(Cn)) (7)

Assuming x is Gaussian N (µn,⌃) and p(Cn) is uni-
form, it can be shown that (7) can be expressed in terms
of the weights

an = wT

n
x+ w0

wn = ⌃�1
µn

w0 =
�1

2
µ
T

n
⌃�1

µn + ln(p(Cn)) (8)

Thus, from a Bayesian perspective, it makes sense to use
the softmax criterion.

For the binary classification problem this becomes

p(C1|x) =
p(x|C1)p(C1)P2

k=1 p(x|Ck)p(Ck)
(9)

=
exp(a1)P2
k=1 exp(ak)

=
1

1 + exp(�a)
(10)

with

a = ln
p(x|C1)p(C1)

p(x|C2)p(C2)
(11)

thus for binary classification we should use logistic sig-
moid (10).

C. Machine learning: Supervised and unsupervised learning

ML methods generally can be categorized as either
supervised or unsupervised learning tasks. In supervised
learning, the task is to learn a predictive mapping from
inputs to outputs given labeled input and output pairs.
Supervised learning is the most widely used ML category,
and includes familiar methods such as linear regression
(a.k.a. ridge regression) and nearest-neighbor classifiers,
as well as more sophisticated support vector machine
(SVM) and neural network (NN) models- sometimes re-
ferred to as artificial NNs, due to their weak relationship
to neural structure in the biological brain. In unsuper-
vised learning, no labels are given and the task is to dis-
cover interesting or useful structure within the data. This
has many useful applications, which include data visual-
ization, exploratory data analysis, and feature learning.
Though the learned features are optimal according to the
desired measure, they may not be useful. Unsupervised
methods such as PCA, K-means,14 and Gaussian mix-
ture models (GMMs) have been used for decades. Newer
methods include t-SNE,24 dictionary learning, and deep
representations (e.g. autoencoders). An important point
is that the results of unsupervised methods can be used
either directly, such as for discovery of latent factors or
data visualization, or as part of a supervised learning
framework, where they supply transformed versions of
the features to improve supervised learning performance.

In the following we discuss in more depth the dis-
tinctions between supervised and unsupervised learning
methods, describe a few specific ML methods in each cat-
egory, and provide illustrative examples of each. For a
more in-depth treatment of these subjects, please refer
to the excellent machine learning textbooks.12,13,16,17

1. Supervised learning

In supervised ML, the task is to learn a predictive
mapping from inputs to outputs given labeled input and
output pairs, where the data may be imperfect

yi = f(xi) + n, (12)

where xi 2 RN is a vector of N input variables called
features. The features can be real, imaginary, or cate-
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Softmax with Gaussian(Bishop p. 198)

correct, it is at least approximately correct for processes
involving images and sound.15(?)

B. Introduction to probabilities

The best (Or, a theoretically robust?) way to im-
plement machine learning methods is to use the tools of
probability, which have been critical in the development
of modern science and engineering. Bayesian inference,
resampling?

Almost all machine-learning tasks can be formulated
as making inferences about missing or latent data from
the observed data.

1. Bayesian machine learning

Two simple rules are of fundamental importance for
Bayesian ML [Ghahramani 2015]. The sum rule

p(x) =
X

y2Y

p(x, y) , (2)

and the product rule

p(x, y) = p(y|x)p(x) . (3)

Here x and y are unknown observed quantities. The sum
rule states that the marginal p(x) is obtained by summing
the joint p(x, y) over y. The product rule states that the
joint p(x, y) is obtained as a product of the conditional
p(y|x) and the marginal p(x).

Bayes’s rule is obtained from these two rules

p(x|y) =
p(y|x)p(x)

p(y)
=

p(y|x)p(x)P
y2Y

p(x, y)
(4)

b) Softmax function

The softmax function is often used in the last step of
a NN for classification. We here demonstrate that it can
be derived from simple Bayesian principles12 (p 198).

The input to node n is xn, with in total N nodes. For
each node we wish to classify whether the data belongs
to class Cn

p(Cn|x) =
p(x|Cn)p(Cn)P
N

k=1 p(x|Ck)p(Ck)
(5)

=
exp(an)P
N

k=1 exp(ak)
(6)

with

an = ln (p(x|Cn)p(Cn)) (7)

Assuming x is Gaussian N (µn,⌃) and p(Cn) is uni-
form, it can be shown that (7) can be expressed in terms
of the weights

an = wT

n
x+ w0

wn = ⌃�1
µn

w0 =
�1

2
µ
T

n
⌃�1

µn + ln(p(Cn)) (8)

Thus, from a Bayesian perspective, it makes sense to use
the softmax criterion.

For the binary classification problem this becomes

p(C1|x) =
p(x|C1)p(C1)P2

k=1 p(x|Ck)p(Ck)
(9)

=
exp(a1)P2
k=1 exp(ak)

=
1

1 + exp(�a)
(10)

with

a = ln
p(x|C1)p(C1)

p(x|C2)p(C2)
(11)

thus for binary classification we should use logistic sig-
moid (10).

C. Machine learning: Supervised and unsupervised learning

ML methods generally can be categorized as either
supervised or unsupervised learning tasks. In supervised
learning, the task is to learn a predictive mapping from
inputs to outputs given labeled input and output pairs.
Supervised learning is the most widely used ML category,
and includes familiar methods such as linear regression
(a.k.a. ridge regression) and nearest-neighbor classifiers,
as well as more sophisticated support vector machine
(SVM) and neural network (NN) models- sometimes re-
ferred to as artificial NNs, due to their weak relationship
to neural structure in the biological brain. In unsuper-
vised learning, no labels are given and the task is to dis-
cover interesting or useful structure within the data. This
has many useful applications, which include data visual-
ization, exploratory data analysis, and feature learning.
Though the learned features are optimal according to the
desired measure, they may not be useful. Unsupervised
methods such as PCA, K-means,14 and Gaussian mix-
ture models (GMMs) have been used for decades. Newer
methods include t-SNE,24 dictionary learning, and deep
representations (e.g. autoencoders). An important point
is that the results of unsupervised methods can be used
either directly, such as for discovery of latent factors or
data visualization, or as part of a supervised learning
framework, where they supply transformed versions of
the features to improve supervised learning performance.

In the following we discuss in more depth the dis-
tinctions between supervised and unsupervised learning
methods, describe a few specific ML methods in each cat-
egory, and provide illustrative examples of each. For a
more in-depth treatment of these subjects, please refer
to the excellent machine learning textbooks.12,13,16,17

1. Supervised learning

In supervised ML, the task is to learn a predictive
mapping from inputs to outputs given labeled input and
output pairs, where the data may be imperfect

yi = f(xi) + n, (12)

where xi 2 RN is a vector of N input variables called
features. The features can be real, imaginary, or cate-
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correct, it is at least approximately correct for processes
involving images and sound.15(?)

B. Introduction to probabilities

The best (Or, a theoretically robust?) way to im-
plement machine learning methods is to use the tools of
probability, which have been critical in the development
of modern science and engineering. Bayesian inference,
resampling?

Almost all machine-learning tasks can be formulated
as making inferences about missing or latent data from
the observed data.

1. Bayesian machine learning

Two simple rules are of fundamental importance for
Bayesian ML [Ghahramani 2015]. The sum rule

p(x) =
X

y2Y

p(x, y) , (2)

and the product rule

p(x, y) = p(y|x)p(x) . (3)

Here x and y are unknown observed quantities. The sum
rule states that the marginal p(x) is obtained by summing
the joint p(x, y) over y. The product rule states that the
joint p(x, y) is obtained as a product of the conditional
p(y|x) and the marginal p(x).

Bayes’s rule is obtained from these two rules

p(x|y) =
p(y|x)p(x)

p(y)
=

p(y|x)p(x)P
y2Y

p(x, y)
(4)

b) Softmax function

The softmax function is often used in the last step of
a NN for classification. We here demonstrate that it can
be derived from simple Bayesian principles12 (p 198).

The input to node n is xn, with in total N nodes. For
each node we wish to classify whether the data belongs
to class Cn

p(Cn|x) =
p(x|Cn)p(Cn)P
N

k=1 p(x|Ck)p(Ck)
(5)

=
exp(an)P
N

k=1 exp(ak)
(6)

with

an = ln (p(x|Cn)p(Cn)) (7)

Assuming x is Gaussian N (µn,⌃) and p(Cn) is uni-
form, it can be shown that (7) can be expressed in terms
of the weights

an = wT

n
x+ w0

wn = ⌃�1
µn

w0 =
�1

2
µ
T

n
⌃�1

µn + ln(p(Cn)) (8)

Thus, from a Bayesian perspective, it makes sense to use
the softmax criterion.

For the binary classification problem this becomes

p(C1|x) =
p(x|C1)p(C1)P2

k=1 p(x|Ck)p(Ck)
(9)

=
exp(a1)P2
k=1 exp(ak)

=
1

1 + exp(�a)
(10)

with

a = ln
p(x|C1)p(C1)

p(x|C2)p(C2)
(11)

thus for binary classification we should use logistic sig-
moid (10).

C. Machine learning: Supervised and unsupervised learning

ML methods generally can be categorized as either
supervised or unsupervised learning tasks. In supervised
learning, the task is to learn a predictive mapping from
inputs to outputs given labeled input and output pairs.
Supervised learning is the most widely used ML category,
and includes familiar methods such as linear regression
(a.k.a. ridge regression) and nearest-neighbor classifiers,
as well as more sophisticated support vector machine
(SVM) and neural network (NN) models- sometimes re-
ferred to as artificial NNs, due to their weak relationship
to neural structure in the biological brain. In unsuper-
vised learning, no labels are given and the task is to dis-
cover interesting or useful structure within the data. This
has many useful applications, which include data visual-
ization, exploratory data analysis, and feature learning.
Though the learned features are optimal according to the
desired measure, they may not be useful. Unsupervised
methods such as PCA, K-means,14 and Gaussian mix-
ture models (GMMs) have been used for decades. Newer
methods include t-SNE,24 dictionary learning, and deep
representations (e.g. autoencoders). An important point
is that the results of unsupervised methods can be used
either directly, such as for discovery of latent factors or
data visualization, or as part of a supervised learning
framework, where they supply transformed versions of
the features to improve supervised learning performance.

In the following we discuss in more depth the dis-
tinctions between supervised and unsupervised learning
methods, describe a few specific ML methods in each cat-
egory, and provide illustrative examples of each. For a
more in-depth treatment of these subjects, please refer
to the excellent machine learning textbooks.12,13,16,17

1. Supervised learning

In supervised ML, the task is to learn a predictive
mapping from inputs to outputs given labeled input and
output pairs, where the data may be imperfect

yi = f(xi) + n, (12)

where xi 2 RN is a vector of N input variables called
features. The features can be real, imaginary, or cate-
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correct, it is at least approximately correct for processes
involving images and sound.15(?)

B. Introduction to probabilities

The best (Or, a theoretically robust?) way to im-
plement machine learning methods is to use the tools of
probability, which have been critical in the development
of modern science and engineering. Bayesian inference,
resampling?

Almost all machine-learning tasks can be formulated
as making inferences about missing or latent data from
the observed data.

1. Bayesian machine learning

Two simple rules are of fundamental importance for
Bayesian ML [Ghahramani 2015]. The sum rule

p(x) =
X

y2Y

p(x, y) , (2)

and the product rule

p(x, y) = p(y|x)p(x) . (3)

Here x and y are unknown observed quantities. The sum
rule states that the marginal p(x) is obtained by summing
the joint p(x, y) over y. The product rule states that the
joint p(x, y) is obtained as a product of the conditional
p(y|x) and the marginal p(x).

Bayes’s rule is obtained from these two rules

p(x|y) =
p(y|x)p(x)

p(y)
=

p(y|x)p(x)P
y2Y

p(x, y)
(4)

b) Softmax function

The softmax function is often used in the last step of
a NN for classification. We here demonstrate that it can
be derived from simple Bayesian principles12 (p 198).

The input to node n is xn, with in total N nodes. For
each node we wish to classify whether the data belongs
to class Cn

p(Cn|x) =
p(x|Cn)p(Cn)P
N

k=1 p(x|Ck)p(Ck)
(5)

=
exp(an)P
N

k=1 exp(ak)
(6)

with

an = ln (p(x|Cn)p(Cn)) (7)

Assuming x is Gaussian N (µn,⌃) and p(Cn) is uni-
form, it can be shown that (7) can be expressed in terms
of the weights

an = wT

n
x+ w0

wn = ⌃�1
µn

w0 =
�1

2
µ
T

n
⌃�1

µn + ln(p(Cn)) (8)

Thus, from a Bayesian perspective, it makes sense to use
the softmax criterion.

For the binary classification problem this becomes

p(C1|x) =
p(x|C1)p(C1)P2

k=1 p(x|Ck)p(Ck)
(9)

=
exp(a1)P2
k=1 exp(ak)

=
1

1 + exp(�a)
(10)

with

a = ln
p(x|C1)p(C1)

p(x|C2)p(C2)
(11)

thus for binary classification we should use logistic sig-
moid (10).

C. Machine learning: Supervised and unsupervised learning

ML methods generally can be categorized as either
supervised or unsupervised learning tasks. In supervised
learning, the task is to learn a predictive mapping from
inputs to outputs given labeled input and output pairs.
Supervised learning is the most widely used ML category,
and includes familiar methods such as linear regression
(a.k.a. ridge regression) and nearest-neighbor classifiers,
as well as more sophisticated support vector machine
(SVM) and neural network (NN) models- sometimes re-
ferred to as artificial NNs, due to their weak relationship
to neural structure in the biological brain. In unsuper-
vised learning, no labels are given and the task is to dis-
cover interesting or useful structure within the data. This
has many useful applications, which include data visual-
ization, exploratory data analysis, and feature learning.
Though the learned features are optimal according to the
desired measure, they may not be useful. Unsupervised
methods such as PCA, K-means,14 and Gaussian mix-
ture models (GMMs) have been used for decades. Newer
methods include t-SNE,24 dictionary learning, and deep
representations (e.g. autoencoders). An important point
is that the results of unsupervised methods can be used
either directly, such as for discovery of latent factors or
data visualization, or as part of a supervised learning
framework, where they supply transformed versions of
the features to improve supervised learning performance.

In the following we discuss in more depth the dis-
tinctions between supervised and unsupervised learning
methods, describe a few specific ML methods in each cat-
egory, and provide illustrative examples of each. For a
more in-depth treatment of these subjects, please refer
to the excellent machine learning textbooks.12,13,16,17

1. Supervised learning

In supervised ML, the task is to learn a predictive
mapping from inputs to outputs given labeled input and
output pairs, where the data may be imperfect

yi = f(xi) + n, (12)

where xi 2 RN is a vector of N input variables called
features. The features can be real, imaginary, or cate-
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Entropy 1.6

Important quantity in
• coding theory
• statistical physics
•machine learning



The Kullback-Leibler Divergence

P true distribution, q is approximating 
distribution

not a distance mealsare



KL homework
• Support of P and Q = >    “only >0” don’t use isnan isinf

• After you pass. Take your time to clean up. Get close to 50  



Lecture 3
• Homework

• Pod-cast lecture on-line

• Next lectures: 
– I posted a rough plan. 
– It is flexible though so please come with suggestions



Bayes for linear model
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Bayes’ Theorem for Gaussian Variables
• Given

• we have

• where



Contribution of the Nth data point, xN

Sequential Estimation of mean (Bishop 2.3.5)

correction given xNcorrection weight
old estimate



Bayesian Inference for the Gaussian (Bishop2.3.6)
Assume s2 is known. Given i.i.d. data
the likelihood function for µ is given by

• This has a Gaussian shape as a function of µ (but it is not a distribution over µ).

UH



Bayesian Inference for the Gaussian (Bishop2.3.6)
• Combined with a Gaussian prior over µ,

• this gives the posterior
so
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Bayesian Inference for the Gaussian (3)
• Example:                                       for N = 0, 1, 2 and 10.

Prior



Bayesian Inference for the Gaussian (4)
Sequential Estimation

The posterior obtained after observing N-1 data points becomes the prior when we 
observe the N th data point.

Conjugate prior: posterior and prior are in the same family. The prior is called 
a conjugate prior for the likelihood function.

I
7



Gaussian Process (Bishop 6.4, Murphy15)

306 6. KERNEL METHODS

Figure 6.4 Samples from Gaus-
sian processes for a ‘Gaussian’ ker-
nel (left) and an exponential kernel
(right).
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6.4.2 Gaussian processes for regression
In order to apply Gaussian process models to the problem of regression, we need

to take account of the noise on the observed target values, which are given by

tn = yn + ϵn (6.57)

where yn = y(xn), and ϵn is a random noise variable whose value is chosen inde-
pendently for each observation n. Here we shall consider noise processes that have
a Gaussian distribution, so that

p(tn|yn) = N (tn|yn, β−1) (6.58)

where β is a hyperparameter representing the precision of the noise. Because the
noise is independent for each data point, the joint distribution of the target values
t = (t1, . . . , tN )T conditioned on the values of y = (y1, . . . , yN )T is given by an
isotropic Gaussian of the form

p(t|y ) = N (t|y , β−1IN ) (6.59)

where IN denotes the N ×N unit matrix. From the definition of a Gaussian process,
the marginal distribution p(y ) is given by a Gaussian whose mean is zero and whose
covariance is defined by a Gram matrix K so that

p(y ) = N (y |0,K). (6.60)

The kernel function that determines K is typically chosen to express the property
that, for points xn and xm that are similar, the corresponding values y(xn) and
y(xm) will be more strongly correlated than for dissimilar points. Here the notion
of similarity will depend on the application.

In order to find the marginal distribution p(t), conditioned on the input values
x1, . . . ,xN , we need to integrate over y . This can be done by making use of the
results from Section 2.3.3 for the linear-Gaussian model. Using (2.115), we see that
the marginal distribution of t is given by

p(t) =
∫

p(t|y )p(y ) dy = N (t|0,C ) (6.61)
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Gaussian Process (Murphy ch15)

Training
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Gaussian Process (Murphy ch15)

Common kernel is the squared exponential, RBF, Gaussian kernel 

The conditional is Gaussian:

g

r


