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Abstract 

   Leaf classification is a good topic in the field of biology. It 

is sometimes hard to tell the difference between leaves in 

different species by eyes. Nowadays, with the development 

of machine learning, leaf classification now can be done by 

computer itself. In this paper, several models are 

implemented with the same dataset of leaf features. After 

comparing and analyzing their results,  the group members 

find the good and bad models for leaf classification.  

1. Introduction 

  The goal of this project is to classify the species of plant by 

recognizing the features of the leaf using Machine Learning 

techniques.  

  In academic definition, a leaf is an organ of a vascular plant 

and is the principal lateral appendage of the stem, usually 

borne above ground and specialized for photosynthesis [1]. 

However, why is leaf important to be classified? First of all, 

the fact that there are approximately 391,000 species of 

vascular plants existing on earth, with about 2,000 use plant 

species discovered or described every year, makes it 

important, also convenient, to classify different species of 

plants [2]. The other reason why leaf is important is the fact 

that leaf to plant is like a “fingerprint” to humans. Leaf 

contains unique identity information of plants, e.g. features 

of shape and margin, which is critical to be utilized to identify 

its species.  

  Then why automatic classification is important? As 

mentioned above that there are so many plant species existing 

and new species discovered each year, it is difficult to classify 

each species of plant and this possibly causes the problem of 

identification duplication. Therefore, automatic classification 

of plant species is necessary and can further help in many 

ways including: tracking and preserving species population, 

helping plant-based medicinal research and managing plant 

food supply [3].  

  The input to our algorithm is images of leaves. We then use 

a few different models including Naive Bayes, SVM, 

Logistic Regression, KNN, Linear Discriminant Analysis and 

CNN to output a predicted species of plant.  

 

2. Related work 

  Researchers tried to solve this problem over the last few 

years. The first reference we used is called “Plant Leaf 

Classification Using Probabilistic Integration of Shape, 

Texture and Margin Features” [4] written by Charles Mallah. 

This paper introduces a new data set of sixteen samples each 

of one hundred plant species and describes a method designed 

to work in conditions of small training set size. They 

processed each of three features in separate ways: they used 

histogram accumulation for margin and texture features and 

normalised description of contour for shape feature. For each 

feature using the K-NN algorithm, they generated a separate 

posterior probability vector and then combined posterior 

estimates to give the final classification. The best result they 

got is 96% mean accuracy when combining all three features. 

The result of their approach is very impressive considering 

how small their data set is. That is also what motivates us to 

use a relatively small data set for our project [4]. 

 Another related work we referred is called “Plant 

discrimination by Support Vector Machine Classifier based 

on spectral reflectance” [5] written by Saman Akbarzadeh. 

They used SVM classifier which is proposed to classify broad 

leaf and narrow leaf plants. The strength of this model is high 

speed, while still achieving 97% accuracy which is improved 

using raw reflected intensities and kernel tricks [5]. 

  There are some other references we used for our project but 

above two are our favorite because of their clear 

demonstration and high accuracy. Some of the other 

references used different approaches, for example naive 

bayes [6], which are attached in the reference section. 

3. Dataset and Features 

  The dataset is obtained from kaggle website named “leaf-

classification”.The dataset contains approximately 1,584 

images of leaf specimens (There are 99 species with 16 

samples each, 10 samples among them are labeled, and 

another 6 samples are used to evaluate the model), and these 

images have been converted to binary  black leaves against 

white backgrounds.Three sets of features are also provided 

per image: a shape contiguous descriptor, an interior texture 

histogram, and a fine-scale margin histogram.  For each 

feature, a 64-attribute vector is given per leaf sample. [7] 
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Figure 1. Sample data structure   

 

  Figure 1 here shows five samples as examples. Actually, 

there are 64 margins, 64 shapes and 64 textures for each 

sample. They are all features extracted from images. As we 

can’t show them completely here. We select two data points 

of each three features here(2x3 out of 64x3). 

  As the features of leaves have been given by the dataset, we 

do not have to extract them from images by ourselves, which 

saves us a lot of work. There are three kinds of features which 

are important to recognize the species of leaves. They are 

margin, shape and texture. Each of them has a 64-attribute 

vector. As the results shown in [4], using all three features 

combined, we will get the best result. Therefore, we will use 

all three given features to train and test our model. 

4. Methods 

4.1 Naive Bayes 

  Naive Bayes method is a classification method based on 

Bayes' theorem and independent assumption of characteristic 

conditions. For a given training data set, first learn the joint 

probability distribution of input/output based on independent 

assumptions of feature conditions; then based on this model, 

for the given input x, use Bayes' theorem to find the output y 

with the largest posterior probability. If you note the 

conditional independence assumption (a strict condition), the 

Naive Bayes classifier will converge faster than discriminant 

models, such as logistic regression, so you only need less 

training data. Even if the NB conditional independence 

assumption is not established, the NB classifier still performs 

very well in practice. As the dataset we used here is actually 

small, we try Naive Bayes method first.  

[8] 

4.2 Support Vector Machine 

  SVM can be well applied to high-dimensional data, 

avoiding the problem of dimensional disaster. And even if the 

data is linearly inseparable in the original feature space, as 

long as a suitable kernel function is given, it will run well. As 

the number of samples is greater than the number of features 

here, we use RBF kernel in our project.  

[9] 

  This is the gaussian radial basis function we used. 

4.3 Logistic Regression 

  Logistic regression is a discriminant model, and it is 

accompanied by many methods of model regularization, and 

you don't have to worry about whether your features are 

related as you are using Naive Bayes.As all sample points 

have contributions when optimizing parameters, we do not 

use kernel function in logistic regression. It has good 

performance in handling two classification problems. 

However, in our project, we need to classify 99 species of 

leaves. So logistic regression may not perform well here.  

4.4 K-Nearest Neighbours 

  K-NN algorithm is a non-parametric method that can be 

used in pattern recognition for classification and regression. 

Here we use it for classification. The input is k closest 

training samples in the feature space and output is a class 

membership [10]. To use the K-NN algorithm, we first 

computed the Euclidean distance by the following equation, 

where m=64x3 in our case.  

 
Then ordered the labeled samples by increasing distance and 

determined value of k by cross validation. Finally we could 

classify each leaf using the result of K-NN [10]. 

4.5 Linear Discriminant Analysis 

  LDA is a method to ”find a linear combination of features 

that characterizes or separates two or more classes of objects 

or events” [11] in pattern recognition and machine learning. 

LDA can be derived from simple bayes rule which is shown 

in Naive Bayes. In our multivariate case, the conditional 

probability is modeled as following where d is dimensions of 

features. 

  
  For all class k we assume they have the same covariance, so 

we can reduce the log posterior to 

 

4.6 Convolutional Neural Network 

  CNN is so far the most popular used model to analyze 

images. CNN consists of fully connected layers, 

convolutional layers and polling layers, where convolutional 

layers are essential to work. For regularization part, L2 



regularization is use which would add term to loss as 

following [12] 

 
We chose 0.3 for dropout rate to avoid overfit. 

5. Results and Discussion 

  
      Table 1: results for all classifiers   

 

    The group first split the original data into training and 

validation datasets in 8:2 proportion. Then the group trained 

each model with training data. 

   After that, the group used the train model to classify the 

validation data. Accuracy and loss were from classification 

results. Accuracy measures the true rate of the trained model 

working on validation data. Log loss measures how the result 

of the trained model varies from the validation set. 

   For the model implementation, the models other than CNN 

were based on imported python libraries. For CNN, the layers 

were designed by the group.In addition, the result figures 

were drawn by using python plotting libraries. 

[14][15][16][17][18][19][20][21] 

    From observation on this table, Naive Bayes and logistic 

regression models do not have good accuracy. On the other 

hand, KNN, linear discriminant and CNN all have over 90% 

accuracy in classification.  

   The reason for the bad performance of Naive Bayes is that 

the leave features implemented in it are dependent. And 

Naive Bayes model is not good at correlated features. For 

logistic regression, it works well in Dichotomy. As for the 

task here, 99 species should be classified. This can be a 

reason for the bad performance of logistic regression models. 

   As for the models with high accuracy, like explained and 

shown in the last session, they work well either for high 

dimensional dataset or image classification.   

   The group members choose each one model separately 

from the bad ones and the good ones to analyze. Naive Bayes 

and KNN are chosen as examples for comparison. 

   For naive bayes, figure 2 below is its confusion matrix. The 

points away from the diagonal are wrong predictions. As a 

bad model with only 55.05% accuracy,  its confusion matrix 

contains lots of wrong results.  

   Figure 3 below is a sample wrong classification result of 

Naive Bayes model. The upper one (species 23) is the wrong 

result and the lower one (species 69) is what the result should 

be. The trained naive bayes model cannot tell the difference 

between such distinct leaf species. This demonstrates its low 

accuracy and ridiculously high log loss in leaf classification. 

 
Figure 2: Confusion matrix for naive bayes model 

 

 
Figure 3: Sample wrong classification of naive bayes 

 

   For the KNN model, figure 4 below is its confusion matrix.  

As a model with high accuracy as 91.91%,  its confusion 

matrix contains much less wrong results than Naive Bayes’. 

   Figure 5 shows a sample wrong classification result of 

KNN model. As mentioned before, the upper one (species 19) 

is the wrong classification result and the lower one (species 

47) is the right answer. As observed, the wrong classification 

answer is close to the correct species. The confusion matrix 

and the sample wrong classification demonstrates this 

model’s high accuracy and low loss.  

 

 
Figure 4: Confusion matrix for KNN model 



 

 
Figure 5: Sample wrong classification of KNN 

 

   The best model the team inserted was CNN. Different from 

other models implemented before, the layers of CNN were 

customized by the group members. Because the dataset the 

group used was the extracted image features from leaf images, 

as a result, the group members skipped the extraction 

procedure. They directly implemented dense layers for 

classification with input as extracted image features. And 

within the dense layers, they implemented dropout layers to 

prevent the overfitting problem to improve the validation of 

this CNN model. As figure 6 below, the accuracy and loss 

parts show the model's high performance on validation and 

train data. The model’s accuracy is 98.99% with 0.04 loss.  

 
Figure 6: results of CNN model 

 

 

 

 

 

 

6.1 Conclusion 

 
Figure 7: loss and accuracy bar chart for classifiers  

  As figure 7 shows, Naive Bayes and Logistic Regression 

have poor performance on classification of leaves. It may be 

because the Naive Bayes model assumes that the features are 

independent of each other. When the correlation between 

features is large, the classification effect is not good. And 

logistic Regression is good at handling two classification 

problems. It has poor performance on the Multi-classification 

problem here. The other four classifiers all perform quite well. 

Among them CNN is the best. It has the highest accuracy and 

the lowest loss. CNN has good performance in image 

recognition. 

6.2 Future Work 

  Although we have tried so many models, we did not design 

different pre-processing methods for different models. If we 

have more time, we may try this way in the future, which can 

compare different models more objectively.  
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9. Replies to critical reviews 

Critical review from team 5: 

1. How do you come up with the structure of the CNN? 

Could you talk some details about why you use certain 

number of layer and why you adopt such structure? 

The reason why we use CNN model is because our topic is 

about image classification. And CNN is a good option for this 

kind of topic. 

In our design, we implemented only dense layers and dropout 

layers. The reason is that the dataset we use is the feature data 

from the leaf image. You can take a look at part 3 of the report. 

The dense layers are used for classification and the dropout 

layers are used to prevent overfitting problems.   

2. Could you provide some insights about why these 6 

models will have different result? In other words, why CNN 

is better than other models in leaf classification? 

Because CNN can automatically extract features from images 

and then analyze. You can check part 4 for detailed explanation 

for all models. 

 3.  I believe that your can talk about more details on your 

“error_set” function in the slides part because it is intuitive 

and interesting. 

Thanks. It is undoubtful to say that showing and analyzing error 

sets are interesting and intuitive to figure out why these samples 

can not be classified correctly. As we showed a few error sets 

in the presentation, we cannot show them all and analyze in 

detail due to time limitation in the slide.  

Critical review from team 74: 

1. the details of other model is unclear, such as KNN and 

Linear Discriminant. 

You can check part 4 of the report for model details. 

2. Try more other models.  

At this time, we don't expect more models that would be used 

since six models are enough to get a decent result. 

3. I think the normal CNN model should contain 

convolution layer like con2D layer for the image pixels 

rather than shape, texture and margin of a image. 

The reason why we are not using COV2D is that the dataset we 

have is already the feature data extracted from images. Thus, 

we do not need to have extra layers for feature extraction. You 

can check part 3 for details of our dataset.  

Critical review from team 30: 

1. I wonder if the number of samples in your dataset is 

enough for achieving such high accuracy or I 

misunderstanding the meaning of samples? 

I think it’s enough because the number of each feature extracted 

from a image is 64 for each single leaf image. And I believe that 

the high accuracy is because of the good extracted features from 

images which are already given. You can check part 3 of this 

report for details.   

2. Could you explain more clearly about the accuracy and 

loss in both training data and validation data? I knew your 

performance is excellent in the bar chart and comparison 

table,but I have no idea what about the training data and 

test data? 

As I declared in the presentation, I first split the original data 

into training and validation datasets in 8:2 proportion.  Then I 

train each model with training data. 

After that, I use the train model to classify the validation data. 

Accuracy and loss are from this result.  Accuracy measures the 

true rate of the trained model working on validation data. Log 

loss measures how the result of the trained model varies from 

the validation set.   

3. As for the CNN model is your best option for this 

classification problem, could you explain more about how 

to choose these layers and construct the CNN model? 

The reasons for why the CNN model are two reasons. First is 

that CNN model works well in feature extraction from data and 

classification of images. The second reason is that the dataset 

we have is already the feature extractions from the images. You 

can check details in part 3 of the report. Moreover, the given 

feature data is perfect. That’s why we can have such good 

results.  

And for the CNN model design, as I mentioned before, the 

dataset we have is already the extracted features from data. So 

I skip the image feature extraction step.Then I use dense layers 

for classification and dropout layers to alleviate overfitting 

problems.  

 

 


