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Abstract—Apple tree diseases seriously affect their health and
productivity. Accurate diagnosis of diseases is essential to early
treatment and can avoid yield loss. Traditional methods rely on
inefficient field scouting. In this project, we used machine learning
methods to classify apple tree diseases. We used histogram of
gradients (HOG) and pretrained CNNs to extract features. We
applied SVM and transfer learning with four deep learning
models, VGG, DenseNet, ResNet and GoogLeNet. Among these
methods, SVM holds poor accuracy of merely over 50%, while
transfer learning models achieve accuracies over 90%, with
GoogLeNet achieving the highest accuracy of 94%. Source code
has been put on github:

Index Terms—Plant disease, image classification, SVM, trans-
fer learning

I. INTRODUCTION

We human beings are fed by agricultural crops. However,
even if we tried our best improving crop yields, there are still
millions of people starving. One of the main reasons is failure
to diagnose crop-impacting diseases. Misdiagnosis of these
diseases can result in misuse of chemicals leading various
consequences, such as increased costs of input and emergence
of resistant pathogen strains. Currently, crop disease diagnosis
is mainly relied on farmer scouting, which is inefficient due
to the difference of diagnosing experience. Although several
machine learning methods have been proposed aiming at im-
proving the efficiency of crop disease detection, some factors
such as light conditions of crop images and disease variations
affect the detection accuracy.

To help farmers assess apple leaves health successfully, the
team decide to train an apple leaves disease identification
model to distinguish between apple leaves that are healthy,
those that have apple rust, those which are infected with apple
scab, and those with multiple diseases. The input to our algo-
rithm is images of apple leaves. The team use SVM and four
deep learning methods, including VGG, DenseNet, ResNet and
GoogLeNet to classify the input images to four classes. Model
perforamnce is evaluated by prediction accuracy and confusion
matrix. At the end, the team compare the performance of each
model to find best model for this task.

II. RELATED WORK

Many machine learning techniques have been used to iden-
tify a plant infection using leaf images [1], including SVM [2],
shallow self-built CNN [3], CNN with LVQ Algorithm [4],
and also several deep learning models such as GoogLeNet
and AlexNet [5], AlexNetOWTBn [6], Overfeat and VGG [7].
Shanwen Zhang et al. [8] have proposed a global pooling

dilated convolutional neural network (GPDCNN) to classify
the diseases of cucumber plant leaves. The strength of this
approach can be understood as a combination of the advan-
tages of global pooling and dilated convolution. By using this
method, they can detect up to six diseases of cucumber leaves.
Besides that, Shanwen Zhang et al. [9] also used a three-
channel convolutional neural network (TCCNN) for classify-
ing diseases in vegetable leaves. Yuan Yuan et al. [10] have
proposed an idea of transfer learning by using two machine
learning networks, VGGNet and AlexNet, for detection of crop
disease. This method can be used to successfully classify eight
crop diseases. Artizai Picon et al. [11] have developed an
adapted Deep Residual Neural algorithm based on networks
for classifying multiple diseases. The authors used an extensive
dataset which include approximately 8200 images of crops
from Germany and Spain. Qiaokang Liang et al. [12]have
proposed a deep learning network called Plant Disease Diag-
nosis and Severity Estimation Network, for detecting diseases
in plant leaves. The method is considered as the state-of-the-
art method by the team, as this method can be used not only
to detect the diseases but also to know the severity of the
diseases.

Based on the discussion above, we can see that numerous
studies on crop leaf disease detection have been achieved with
a considerable accuracy. The team plan to attempt several
machine learning methods to determine the most ideal method
to classify apple tree diseases.

III. DATASET

A. Dataset Introduction

The dataset we used are from the Kaggle plant pathology
2020-FGVC7 [13], Identify the Category of Foliar Diseases
in Apple Trees. There are 1821 labelled training images of
apple tree leaves and 1821 unlabeled test images. The images
are categorized into four classes, including “healthy”,“scab”,
“rust”, and “multiple diseases”. The distribution of four classes
is shown in Fig. 1. From the pie chart we can see that class
“multiple diseases” takes only a very small portion of the
whole dataset and the other three classes hold approximately
same portion while the “Rust” class has the most number, the
“Scab” class is the second most and the “healthy” class takes
the third position.

Scab is a fungal disease that leads to irregular shaped
gray regions, and rust leads to yellowish spots on leaves.
“Multiple diseases” class denotes the plant is suffering both
scab and rust. By inspecting the dataset, we identified some



Fig. 1. Training data distribution

Fig. 2. Sample training images

challenges that may influence the performance of machine
learning algorithm. First of all, it’s quite easy for human to
identify rust because there are obvious yellow spots on leaves,
but the features for class ‘Scab’ are hard to identify. Also, it’s
hard to distinguish Multiple diseases from a single disease
from the figures in dataset and imbalanced training samples
makes this even worse. Last but not least, in this dataset the
background of the images are also leaves which makes it’s
hard to separate the object from background.

B. Data Pre-processing

We randomly shuffle the data and split the dataset into
training set and validation set with a ratio of 80:20. In order to
avoid over-fitting, we apply data augmentation to preprocess
the dataset by applying following methods:

• Rotate the images from -10 degrees to 10 degrees
• Flip the images horizontally
• Zoom the images from 0.9 to 1.1
• Shift the width and height of the images by range within

20% of the size.
We also resize all images to 224*224 in order to fit in the

neural networks and to lower model complexity and training
time.

IV. FEATURE EXTRACTION

In this project, we adopted two methods to extract features
from images. The first feature extraction method we used is
to capture features with pre-trained neural network. Neural
networks that are pre-trained on ImageNet can capture many

useful features from an image. For example, in a pre-trained
VGG16 network, the activations in different layers show that
they can capture features like the edges of the leaf, or the
veins of the leaf. Such knowledge can be transferred to related
image classification problem. In our model, we add several
fully connected layers after the pretrained model, to classify
our input image to four classes.

Fig. 3. Feature extraction with pretrained networks

Another feature extraction method we used is Histogram of
Oriented Gradients, also known as HOG [14]. The idea behind
HOG is that local object appearance and shape within an image
can be described by the distribution of intensity gradients
or edge directions. Therefore, we can use less features to
represent the information of original image. Commonly, we
use a gray image to get the HOG feature map as shown in the
flowchart below.

Fig. 4. Feature extraction with HOG

V. METHODS

We used a total of six models from two types of machine
learning methods in this project. First is traditional machine
learning method, where we used SVM, and second is transfer
learning with pretrained neural networks. For SVM, we used
two types of data for input. One is flattened grayscale image,
the other is the HOG of grayscale image. For transfer learn-
ing, we experimented with four types of pretrained models:
VGG16, DenseNet, ResNet, and GoogLeNet.

A. SVM

Support vector machine [15] is a supervised machine learn-
ing method that aims to find a hyperplane to separate a group
of high-dimensional data. Originally, SVM is used to classify
input into exactly two classes, but it can also be expanded
to multi-class problem. The term “support vector” refers to
the data point that lies closest to the hyperplane. SVM can



be applied to both linearly-separable data and linearly non-
separable data.

B. Transfer learning

1) Convolutional neural networks: Convolutional neural
networks(CNN) are a class of neural networks that uses
multiple convolution layers inside. Previous researches have
shown that CNNs have the ability to capture features from
image, and are therefore ideal method for image classification.

2) Transfer learning with CNN: Transfer learning is a type
of machine learning technique that uses knowledge from other
machine learning tasks. The intuition behind transfer learning
is that different problems may be learning similar information
from the data, so a new problem can utilise a good data
representation learned by another model. With this learned
knowledge, the new model can converge to the result faster,
or even get better results. Fig. 5 [16] shows the fundamental
difference between a traditional machine learning method and
transfer learning method.

Fig. 5. Transfer learning process

For image classification problem, a transfer learning model
is build by the following steps:

1) Extract convolution layers from a classification model
trained for another task with different data. Discard the
classification layer.

2) Add custom layers to form a classifier for the new
problem.

3) Train the new model with new data.
3) Base models for transfer learning: In our project, four

models pretrained on ImageNet are used as base models and
their performances are compared.

• VGG16
The original VGG16 [7] network has 13 convolution
layers and 3 fully-connected layers. Its main contribution
is exploring the effect of deep convolution layers with
small filter sizes. In our model, the convolution layers
are kept. A fully-connected layer of 256 outputs and an
output layer of 4 outputs are appended to the base model.

• DenseNet
DenseNet [17] consists of convolution layers that are
densely connected, which encourages feature propagation
through a deep neural network. It can also reduce total
number of parameters since all the layers are already
densely connected.

• ResNet
Resnet [18] is a class of networks made up of small
residual blocks with different depth. The purpose for
the skip connection is to give a direct path for the
error to back propagate through the entire network and
reuse activations from previous layer until adjacent layer
learns the weights which solved the problem of vanishing
gradients.

• GoogLeNet
GoogLeNet [19]is also known as Inception net. It is built
by inception layers. The basic idea is that layers with a
set of different size filters that cover a bigger area may
handle better multiple objects scales while still keep a
fine resolution for detail information from the images.
Therefore, the idea is to convolve in parallel different
sizes from the most accurate detailing (1x1) to a bigger
one (5x5), by this way, all filters on the inception layer
are learnable.

VI. EXPERIMENTS AND RESULTS

A. Experiment setup

All the experiments are completed on Goolge Colab with
GPU support. We used Python3 programming environment
with TensorFlow 2.1 installed. The SVM algorithm is imple-
mented with scikit-learn package. The transfer learning models
are built with Keras framework.

B. Metrics

The main metric used to evaluate the models is classification
accuracy on the test set. In this Kaggle competition, the true
labels of test set are not released. In order to evaluate the
model on the test set, we have to upload the classification
result to Kaggle and the test accuracy is calculated based on
a subset of all the test images.

C. Classification with SVM

TABLE I
SVM CLASSIFICATION ACCURACY

Model Val accuracy Kaggle test accuracy
SVM with grayscale 0.326 0.516

SVM with HOG 0.419 0.549

D. VGG16

The best results is acquired by training 30 epochs with
method two, which is two-step finetuning. The learning rate is
set at 10−5, the optimizer used is Adam. The training result
is shown in Fig. ??.

E. DenseNet

The best result is acquired by training 30 epochs with
method 2. The learning rate is set at 10−5, the optimizer used
is Adam. The training result is shown in Fig. ??.



F. ResNet

The best result is acquired by training 70 epochs with
method 2. The learning rate is set at 10−5, the optimizer used
is Adam. The training result is shown in Fig. ??.

G. GoogLeNet

The best result is acquired by training 100 epochs with
method 2. The learning rate is set at 10−5, the optimizer used
is Adam. The training result is shown in Fig. ??.

(a) VGG (b) Dense

(c) ResNet (d) GoogLeNet

Fig. 6. Transfer learning model accuracy

H. Summary of transfer learning models

TABLE II
TRANSFER LEARNING CLASSIFICATION ACCURACY

Model Train accuracy Val accuracy Kaggle test accuracy
VGG16 0.997 0.940 0.930

DenseNet 0.999 0.926 0.939
ResNet 0.998 0.937 0.936

GoogLeNet 0.984 0.953 0.940

All the deep learning methods worked fairly well on this
problem, and they can correctly classify almost all the samples
from healthy, rust and scab class. However, they all have
significantly worse performance on classifying the “multiple
diseases” class. Another typical error among the models is that
some scab leaves will be classified as Healthy.

Fig. 7. Confusion matrix of GoogLeNet

After looking into why multiple disease class is so hard to
classify, we found some possible reasons. First, some disease
features are hard to distinguish, as shown by the red circles.
Second, many images have poor quality, like a large region of
shadow, which makes it hard to identify diseases.

Fig. 8. Mis-classified samples from ’Multiple disease class’

VII. FUTURE WORK

Several work can be done in the future to improve the model
performance:

1. Try different kernels in SVM
We used linear kernel in SVM. Since the dataset might not be
linearly separable, other kernels, such as polynomial, radial
basis function, or sigmoid, could perform better.

2. Apply adaptive learning rate decay
Due to time limit, we used fixed learning rate in our exper-
iment, which may not be able to achieve the best result. A
better approach is to use adaptive learning rate schedule, which
can reduce learning rate as the training proceeds, and also to
prevent overfitting.

3. Combine image classification with object detection
By inspecting the mis-classified images, we can see that the
current model is worst at classifying multiple diseases. This
can be resolved if the algorithm can detect multiple regions
of disease from the image before classification.

VIII. CONCLUSION

We attempted SVM and four deep learning methods, in-
cluding VGG, DenseNet, ResNet and GoogLeNet, to find the
best model to classify apple tree diseases. The models are
evaluated on the Kaggle test set. SVM performed poorly on
this task with accuracy merely over 50%. Among the deep
learning models, GoogLeNet achieved the best result with 94%
accuracy. However, no model is significantly better than other
models and they all have lower accuracies on the “Multiple
diseases” class. We proposed some possible future works to
improve the performance.
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Individual contributions 
Everybody contributes to brainstorming the topic of the project, comparing the results of 

different models, summarizing the result to draw a conclusion and paper writing. 

 

⚫ Kai Ye 

He worked on literature survey and looking for proper dataset. 

 

⚫ Tian Qiu 

He worked on the CNN feature extraction and the implementation of VGG16 and Dense 

network. 

 

⚫ Bingze Dai 

He worked on the HOG feature extraction and implementation of Resnet, GoogLeNet and 

SVM. 

 

 

 



Replies to critical reviews 

Critical review from team 68: 

● Did you try different kernels for SVM? It might give you better results.  

● If already used NN’s to do feature extraction, is “feature indistinguishable” still a plausible cause 

for misclassification? If so, will modifying the feature extraction neural nets help? Similarly, one 

main problem about transfer learning is we should carefully  choose how much pre-trained models 

to use, have you tried instead of  using the whole model, only using the early layers?   

● How did you decide what layers to append after feature extraction?   

● Though the accuracy is relatively high now, is it possible to use some image  preprocessing/ 

augmenting techniques to reach better results?   

 

Our response:  

● Due to the fact that our concentration is on convolutional neural network, SVM is just a 

comparison, so we didn’t spend much time to try different kernels. We plan to apply different kernels 

in future work. 

● What you mentioned may make sense, it’s a very theoretical question and we can explore it later. 

We didn’t try using different number of pretrained layers, we applied the whole pretrained net 

trainable. We can explore it given more time. 

● The appended layers are decided by the output of pretrained model and the number of classes we 

want to classify. 

● We have done image preprocessing/ data augmentation in our work, but we can fine tune our data 

augmentation technique. 

 

Critical review from team 72: 

1. All models work well on finding {Healthy, Rust, Scab} classes, but there are more errors when 

classify “multiple disease” classes. We guess it might because the leaf with multiple disease classes 

have very complicated features. From the experience of a deep learning class(COGS225), 

CNN(Convolutional neural network) is not scale invariant and CNN is not rotate invariant. The 

pictures of the dataset have different scaled size and different angle. For a training picture, you can 

put some scaled pictures and rotated pictures of this picture to train them and we think it might 

improve the accuracy of detecting multiple disease of the leaf. This might be a heavy work and since 

final is coming you can give it a try if you are interested after the final. You have already done a 

good job.  

2. During the presentation, you do list the methods and your models, but can you tell readers more 

when you write the final report? For example, what is the architecture of VGG16 in details (a figure 

with a description). What is the advantage of VGG16 over other models? 

 

Our response: 

1. In data preprocessing, we did the rotating and scaling to the images but maybe not enough to 

avoid all errors for multiple disease class. 

2.  We will do it. 

 

 



Critical review from team 78: 

1. Since the dataset is small and not well-balanced, maybe it is a good idea to obtain some more 

data from other sources. It can also show how this model works on data outside of the training 

dataset. 

2. The models used to train and test need to be explained. 

3. In the results, we can see some models outperform other models. Is there a reason that 

particular models work better on this dataset? 

 

Our response: 

1. It’s a dataset from Kaggle. We believe it’s big enough and there is a testset. 

2. We will do it. 

3. The difference between the accuracies of the models are small, it’s hard to tell why one is better 

than others. 

 


	draft_Jun13
	contributions
	respond to review

