
Group 9 Final Project
Sign Language Gesture Recognition With 

Different Light Source

Howard Chi, Yu Cheng, Zhaowei Yu



Background
- The American Sign Language (ASL)
- ASL is a widely used language in US and Canada.

Problem:
- The ASL could not be translated using normal method.



Background
Solution:

-  Image recognition and CNN for the translation.

Enhancement:

- Preprocess the image to make the system more robust under different environments.



Literature Survey
[4] used CNN and RNN model to train the ASL data independently.
By the result, the accuracy of the CNN model is greater than 90%, and the accuracy of 
the RNN model is approximately 55%. 

[5] used various classifier to do the recognition. The recognition rates of ANN is 75%, 
deep ANN is 84%, and CNN is 91%.

Based on the two aboved paper, we know that CNN could be the most powerful 
method for sign language recognition of the mentioned neural networks.



Literature Survey
[1] shows us the power of the CNN model!

- The dataset contains 27455 images (28*28) with 26 different hand gestures made 
by different people.

- The accuracy this paper get is 99.3%.

Therefore, we decide to use CNN as our model.



Is ML suitable for ASL recognition?
Of course! it does!!



Dataset
https://www.kaggle.com/grassknoted/asl-alphabet

- 80% for training and 20% images for testing.

- Each image is 200*200 pixels, and has 3 channels for RGB. 

- Images are preprocessed before feeding into the model.

https://www.kaggle.com/grassknoted/asl-alphabet


Image Processing

Turn brightOriginal Image Turn dark Equalization 
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Results
1. All data have appropriate intensity level 2. Validation data has been darkened 



Results
3. Apply histogram equalization to the 
darkened validation data

4. Apply histogram equalization to all the 
data



Conclusions

We expect that if the input images can be histogram equalized before fed into the 
model, then the model can distinguish the letters under any environment!!

Lighting condition Original Darkened Histogram equalization (Validation) Histogram equalization (All) 

Training accuracy 98% 99.39% 99.04% 99.17%

Validation accuracy 99.04% 13.14% 50.71% 98.85%

Training Loss 0.0923 0.0218 0.0346 0.0297

Validation Loss 0.0829 12.20 5.7989 0.0608



Further work
- Test on new data

- Feature extraction using convolutional auto encoder
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